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Abstract 

From the mid-1990s, when Japan's inflation rate plummeted to a low level, until 
recently, an increasing portion of firms in the service sector ceased to change their 
prices. This paper studies the causes of this phenomenon, often referred to as the 
"zero-inflation norm," and argues that the norm was generated by a fall in the 
inflation rate and a rise in menu costs. First, using the source data of Japan's official 
consumer price index (CPI), we document that the emergence of the norm went 
hand-in-hand with the decline in the inflation rate. Next, we extend the menu cost 
model of Nakamura and Steinsson [2008] and show that it is able to explain a part 
of the emergence and disappearance of the norm by changes in the inflation rate, but 
we emphasize the importance of menu costs for bringing the model close to the data. 
More precisely, with large and asymmetric menu costs for upward and downward 
price changes, as implied by the Japanese price data, the model explains about half 
of the norm. With modest menu costs as implied by the U.S. data, however, the 
model barely generates the norm at all. Lastly, we study the possibility that model 
parameters might have changed during the time of the norm. We find that in order 
for the model to explain the remaining portion of the norm as well as the observed 
developments in the size of price changes, menu costs and the curvature of the 
demand curve should have risen, with the former playing a quantitatively important 
role. Increases in implied menu costs occurred very noticeably in the service sector 
and less so in the goods sector, lagged the inflation rate decline, and were 
pronounced for items that saw low inflation rates during the mid-1990s, suggesting 
the possibility that prevailing low inflation rates and low frequencies of price 
changes made firms change prices even less frequently than what the standard menu 
cost model would imply. 
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1 Introduction 

Until the recent surge in inflation following the end of the pandemic, the Japanese 

economy had seen a quarter century of low inflation. After the bursting of the bubble 

economy in the early 1990s, the inflation rate, measured by the consumer price index (CPI), 

declined from 4 percent in 1991 to 0 percent in 1995 and remained around this low rate for 

more than 25 years (Figure 1). One noticeable feature of firms' price-setting behavior 

during this low inflation period is the increase of items without changes in price, often 

referred to as the "zero-inflation norm." Figure 2 shows the distribution of item-level 

inflation rates for 1992, 2005, and 2023 on the left, and the time path of the share of zero-

inflation items in the CPI from 1990 to 2023 on the right. The portion of items that exhibit 

zero inflation increased from 19 percent in 1992 to 46 percent in 2005, mostly in the service 

sector. The share remained at an elevated level until the late 2010s, when it started to 

decline gradually.  

 (Figure 1) CPI inflation in Japan 

 
Notes: The impact of temporary factors such as the consumption tax hike is removed by subtracting the rate of change 

in the corresponding month. Data exclude fresh food, electricity, manufactured and piped gas, water charges, 
and housing rent. 

Source: Ministry of Internal Affairs and Communications. 

The zero-inflation norm is often interpreted as "an implicit understanding among sellers 

and buyers (Watanabe and Watanabe [2018])" that prices will not be revised each year1 

and overcoming this norm has been referred to as a key challenge for the Bank of Japan in 

achieving price stability. For example, Kuroda [2022a] states that "the primary reason for 

being unable to achieve the price stability target of 2 percent, …, is that this 'zero percent 

anchoring' of inflation expectations — in other words, 'zero-inflation norm' — has been 

                                                   
1 As discussed in Watanabe and Watanabe [2018] and Ichiue et al. [2019], the concept of an inflation norm 
goes back to the early discussion of Okun [1981] and Schultze [1981]. 
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extremely persistent." 

(Figure 2) Share of zero-inflation items 

Distribution of price changes 

(CPI all items less fresh food and rent) 
Share of zero-inflation items 

  
Notes: In the left panel, the increment of the intervals is 1 percentage point, except for the outer bins. The right panel 

shows the weight of the items in the CPI for which the year-on-year price change is within ±0.5%. There were 
consumption tax hike in 1997, 2014, and 2019, the effects of which are shown in the right panel. 

Source: Ministry of Internal Affairs and Communications. 

In this paper, we focus on the zero-inflation norm and explore what has caused the norm 

to emerge. Because the zero-inflation norm emerged mainly in the service sector, our 

analysis focuses on the developments of price changes in the service sector throughout the 

paper. First, we use city-level microdata of consumer prices, the source data of the official 

consumer price index (CPI) in Japan, from 1990 to 2023, and document developments of 

the intensive and extensive margins of prices2 over time. For analytical purposes, as shown 

in Figure 1, we divide our sample period into three phases: Phase I, the high inflation period 

from 1990 to 1994; Phase II3, the low inflation and deflation period from 1995 to 2020; 

and Phase III, the recent high inflation period from 2021 to 2023, and study changes in 

price dynamics over the phases. We document several observations regarding the norm. 

The first and most important observation is that the frequency of price changes is positively 

related to the inflation rate. That is, the norm emerged when the aggregate service inflation 

rate fell to a low value. This observation holds not only at the aggregate level but also at 

the item-level. Declines in the frequency of price changes from Phase I to II are pronounced 

among items that saw a larger decline in their inflation rates. Indeed, these observations 

somewhat contrast with the theoretical prediction made by the standard menu cost models. 

                                                   
2 Inflation is the product of the intensive and extensive margins, where the intensive margin is the average 
size of price changes and the extensive margin is the fraction of items with price changes (Klenow and 
Kryvtsov [2008]). 
3 We further divide Phase II into Phase II-1 (1995-2012) and II-2 (2013-2020) since earlier works find that 
the series of monetary policies introduced after 2013, such as Quantitative and Qualitative Monetary Easing 
(QQE) and Yield Curve Control (YCC), were effective in raising inflation (Bank of Japan [2021], Michaelis 
and Watzka [2017]). 
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For example, Alvarez et al. [2019] point out that in a neighborhood of a zero inflation rate, 

the frequency of price changes becomes unresponsive to the inflation rate because the 

frequency of price increases approaches the frequency of price decreases, with the two 

effects offsetting each other. The second observation is that the zero-inflation norm 

emerged in Phase II as a consequence of asymmetric developments of the frequency of 

price increases and price decreases. The frequency of price increases fell noticeably from 

Phase I to II and rose again noticeably from Phase II to III, while the frequency of price 

decreases rose modestly from Phase I to II and declined modestly from Phase II to III. The 

zero-inflation norm in Phase II emerged because changes in the frequency of price 

increases dominated those in the frequency of price decreases. Similar observations hold 

at the item level, particularly in the service sector. In addition to these two observations, 

we document that while the frequency of price changes fell from Phase I to II and rose 

from Phase II to III, the size of price changes increased over the phases, generating a weak 

but negative correlation between the frequency and size of price changes. These three 

observations also hold partly for the goods sector, although only modestly so.  

Next, we construct a set of simple menu cost models, extending the model of Nakamura 

and Steinsson [2008], and examine if they are able to account for these observations. To 

this end, we calibrate our model parameters using Japanese price data during Phase I, 

feeding the actual inflation rate into the models and computing the time path of the 

frequency of price changes from the models. Our models with the actual inflation rates 

generally explain roughly a half of the zero-inflation norm as they predict an asymmetric 

response of changes in frequency of price increases and price decrease. Our simulation 

exercises underscore the importance of the role of menu costs for the emergence of the 

norm. The menu costs calibrated to Japan's price data during Phase I are larger than those 

calibrated to the U.S. price data and costs associated with price decreases are larger than 

those associated with price increases. When menu costs are sizable and asymmetric as in 

Japan during the early 1990s, the frequency of price increases falls substantially while the 

frequency of price decreases increases only modestly following a decline in the aggregate 

inflation rate, resulting in the emergence of the zero-inflation norm. In other words, 

characteristics of menu costs amplify the effects of changes in the inflation rate. In contrast, 

when the models are simulated with menu costs that are calibrated to U.S. data, namely 

with small and symmetric menu costs, the zero-inflation norm barely emerges at all.  

Lastly, we study what other factors could account for the remaining half of the 

emergence of the zero-inflation norm. We explore the possibility of changes in model 

parameters. We allow the model's parameter values to change over time and estimate the 

time path of parameter values consistent with the actual movements of the frequency and 
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size of price changes. We find that implied parameter values for the menu costs and the 

degree of kinkedness of households' demand curve, i.e., the curvature of households' 

demand curve, became larger from Phase I to II, contributing to the emergence of the norm 

in Phase II. We find that quantitatively a rise in menu costs plays an important and large 

role. One reason why this exercise implies larger menu costs in Phases II and III than those 

in Phase I is the empirical observation that the size of price changes became larger over 

the three phases, which is consistent with the prediction of our menu cost models with 

increases in menu costs. Regarding the implied menu cost series, we also note three 

observations. First, increases in implied menu costs occur saliently in the service sector 

(and generally not in the goods sector). Second, the increases follow a decline in the 

inflation rate with a lag of two-to-three years. Third, the increases are salient for items that 

see a decline in their inflation rates to a low rate in Phase II. These observations are, to 

some degree, consistent with the view that there have been changes in perceptions or social 

norms of price changes among firms and households since low inflation rates started to 

prevail and that firms' heightened concerns about losing customers has generated the 

norm.4,5,6 

Related Literature 

Most importantly, our paper is related to the enormous amount of research on Japan's 

chronic deflation since the mid-1990s from various perspectives, ranging from potential 

reasons for why the inflation rate was weak for a prolonged period of time to the coefficient 

of the price and wage Philips curves, or to inflation expectations formation. A non-

exhaustive list of these works includes, Nishizaki, Sekine, and Ueno [2014], Watanabe and 

Watanabe [2018], Ichiue et al. [2019], Aoki, Ichiue, and Okuda [2019], Kaihatsu, Katagiri, 

and Shiraki [2022], Kuroda [2022a, b], and Watanabe [2023]. To the best of our knowledge, 

our paper is the first paper that quantifies the impact of potential factors leading to the 

emergence of the zero-inflation norm, such as the trend inflation rate, changes in the degree 

                                                   
4 While the standard model does not assume menu costs vary over time, the menu costs in principle could 
go up and down when firms' non-physical costs are considered. For example, Zbaracki et al. [2004], 
examining the source and size of menu costs using data from a large U.S. industrial manufacturer and its 
customers, estimate various types of non-physical menu costs that depend on characteristics of firms and 
their customers. In particular, they argue that there are three types of managerial costs—information 
gathering, decision making and communication costs, and two types of customer costs—communication and 
negotiation costs. 
5  Aoki, Ichiue, and Okuda [2019] theoretically show that when households form a prior belief that the 
inflation rate is persistently low, the curvature of the demand curve increases. 
6 Fukunaga, Kido, and Suita [2024] discuss how Japanese firms have been facing global deflationary shocks 
over the years. More recently, the frequency of price increases for services has increased since 2022, driven 
by global shocks related to commodity price increases that spread to items such as food and services. 
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of kinkedness of the demand curve, and menu costs, using a standard menu cost model.7 

It is worth noting, however, that our study complements rather than competes with the 

existing studies that address potential causes of the zero-inflation norm, since causes 

studied in our work have already been discussed in these studies though not quantified.  

In addition, our paper is related to two strands of studies that are connected. The first 

strand is the extensive literature on micro-pricing, in particular, that focusing on Japan, 

including Sudo, Ueda, and Watanabe [2014], Abe and Tonogi [2010], Mizuno, Nirei, and 

Watanabe [2010]. Since the early 2000s, progress has been made in uncovering firms' 

micro-pricing behavior by analyzing detailed microdata from CPI sources in advanced 

economies.8 Our study differs from existing works in that it focuses on the zero-inflation 

norm and therefore focuses on the extensive margin of service items, contrasting with 

studies that focus on goods exclusively, such as Sudo, Ueda, and Watanabe [2014]. The 

second strand is research that uses menu cost models in aiming to account for empirical 

regularities of price dynamics found by micro-price analyses. These include, for example, 

Golosov and Lucas [2007], Nakamura and Steinsson [2008], Alvarez et al. [2019], Karadi 

and Reiff [2019], and Blanco et al. [2024]. Alvarez et al. [2019] is close to our study as it 

explores theoretically and empirically the relationship between the frequency of price 

changes and the inflation rate using Argentinian data. They document that in a low-

inflation environment, the frequency of price changes does not react to a change in the 

inflation rate, since the change in frequency of price increases and decreases almost offset 

each other. By contrast, we show theoretically that this may not hold true when menu costs 

are sizable and asymmetric and document empirically that the frequency of price changes 

is positively correlated with the inflation rate. In addition, our study differs from these 

works in that it focuses on the causes of the zero-inflation norm in Japan.   

Structure of the Paper 

Section 2 covers details of the data and methodology we use and documents the key 

observations. Section 3 uses an extended version of the standard menu cost model 

                                                   
7 Our work is similar in terms of the focus and methodology to Kaihatsu, Katagiri, and Shiraki [2022], which 
analyzes the distribution of the inflation rate across items during the periods of high inflation (1982−1994) 
and low inflation (1995−2012). The authors document that distributions in the service sector have been 
weighted heavily around 0 percent and their dispersion has significantly narrowed over time. They then show 
that a decline in trend inflation is able to account for this observation using a multi-sector menu cost model. 
Our paper differs from their work in that it focuses on the zero-inflation norm rather than the distribution of 
inflation rates, and that it quantifies the role of various factors behind the zero norm. 
8 For the United States and Europe, see Bils and Klenow [2004], Dhyne et al. [2006], Klenow and Kryvtsov 
[2008], Nakamura and Steinsson [2008], and Gautier et al. [2023]. For Japan, see Ikeda and Nishioka [2007], 
Higo and Saita [2007], Kurachi, Hiraki, and Nishioka [2016], and Ueda [2024]. 
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developed by Nakamura and Steinsson [2008] and provides an explanation for the 

observations. Section 4 uses the model to estimate the time path of model parameters that 

are consistent with the actual developments of the frequency and size of price changes. 

Section 5 concludes. 

 

2 Data and Methodology 

2.1 Data 

To examine trends in the frequency and size of price changes in Japan, we use the city-

level data underlying the CPI, called the Retail Price Survey. As shown in Appendix A, 

while there are some level differences, general movements of the series constructed from 

the city-level data are comparable to those constructed from store-level data.  

2.2 Definition 

The frequency of price changes (increases/decreases) of item i at time t (𝑓𝑖,𝑡
±) is defined 

as the share of locations where 𝑝𝑖,𝑡 changed from the previous month, 

𝑓𝑖,𝑡
± =

∑ 1(𝑝𝑖,𝑐,𝑡 ≷ 𝑝𝑖,𝑐,𝑡−1)𝑐

𝑁𝑖
, (1) 

where c is the set of cities where prices of item i is available, 𝑁𝑖 is the number of such 

cities, and 1 is an indicator function for price change. Aggregation is done by aggregating 

all items using CPI weights (same for size). The size of price changes (increases/decreases) 

of item i at time t ( 𝑑𝑝𝑖,𝑡
±  ) is defined as the average absolute price change 

(increases/decreases) for which prices changed from the previous month,  

𝑑𝑝𝑖,𝑡
± =

∑ |log(𝑝𝑖,𝑐,𝑡/𝑝𝑖,𝑐,𝑡−1)|𝑐 𝑠.𝑡.  𝑝𝑖,𝑐,𝑡≷𝑝𝑖,𝑐,𝑡−1

∑ 1(𝑝𝑖,𝑐,𝑡 ≷ 𝑝𝑖,𝑐,𝑡−1)𝑐

. (2) 

2.3  Frequency and Size of Price Changes over Time  

Figure 3 shows the long-run developments in the frequency and size of price changes 

(total of price increases and decreases) since the 1990s. Regarding the frequency, goods 

have followed an upward trend: 9.3 percent in Phase I (1990-1994), 11.0 percent in Phase 

II (1995-2020), and 13.1 percent in Phase III (2021-2023). The frequency of price changes 
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for services declined after entering Phase II from 6.2 percent to 3.9 percent and remained 

at a low level until Phase III, when it rose to 7.0 percent. Regarding size, for goods there 

was a gradual and modest increase until around the period of the global financial crisis, 

followed by a decline in the subsequent period, except for recent years. For services, the 

size increased somewhat from the early 1990s, though with ups and downs, until the first 

half of the 2010s, and declined in the subsequent period.  

(Figure 3) Frequency and size of price changes 

Frequency of price changes Size of price changes 

  
Notes: Regular prices. The data exclude fresh food, electricity, manufactured and piped gas, water charges, housing 

rent, and periods of consumption tax hikes. Backward 36-month moving average. 
Source: Ministry of Internal Affairs and Communications. 

Figure 4 separates the frequency of price changes by upward and downward price 

changes. Figure 4 (upper panels) shows the average of all items in services and goods. For 

services, the frequency of price increases falls noticeably from Phase I to II, remaining 

around that rate until the end of Phase III, while for price decreases, the frequency increases 

modestly from Phase I to Phase II and declines in Phase III. These observations indicate 

that an increase in zero-inflation items in services reflects the asymmetricity of changes in 

the frequency of upward and downward price changes. This observation contrasts with 

what has happened to the frequency of price changes for goods. For goods prices, while 

the frequency of price increases declined, the frequency of price decreases rose by around 

the same magnitude in the early 1990s, resulting in a minor rise in the frequency of price 

changes.  

Figure 4 (lower panels) shows the distributions of frequency of price changes by item 

in services for both directions. A noticeable fall in the frequency of price increases from 

Phase I to II and a modest rise in the frequency of price decreases in the same periods can 

be seen for the average, median, and quartiles.  
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 (Figure 4) Frequency of price changes 

Services Goods 

  
Distribution by item (services) 

Frequency of price increases Frequency of price decreases 

  
Notes: The data exclude fresh food, electricity, manufactured and piped gas, water charges, housing rent, and periods 

of consumption tax hikes. In the upper panels, figures are backward 36-month moving averages.  

Source: Ministry of Internal Affairs and Communications. 

Figure 5 separates the size of price changes into upward and downward price changes. 

Figure 5 (upper panels) shows the average of all items in services and goods. In contrast 

to the frequency, there has been no clear asymmetry between upward and downward price 

changes for services. Both series rose gradually, with ups and downs, from Phase I to II, 

rising from around 4.5 percent to 7 percent. The size of price decreases remained around 

this level, while the size of price increases fell during Phase III. For goods, the size of price 

increases remained above that of price decreases over almost the entire sample period, 

though the pattern of the movements were similar. Figure 5 (lower panels) shows the 

distributions of the size of price changes by item in services for both directions. Again, 

there has been no clear asymmetry between upward and downward price changes, 

contrasting with the developments of the frequency of price changes. It is noticeable, 

however, that the size of price decreases increased modestly from Phase II to III, while that 

of price increases declined over the same periods.  
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(Figure 5) Size of price changes 

Services Goods 

  
Distribution by item (services) 

Size of price increases Size of price decreases 

  
Notes: The data exclude fresh food, electricity, manufactured and piped gas, water charges, housing rent, and periods 

of consumption tax hikes. In the upper panels, figures are backward 36-month moving averages. 
Source: Ministry of Internal Affairs and Communications. 

 

2.4 Inflation Rate and Frequency of the Price Changes 

Figure 6 shows the correlation between the inflation rate and each of the seven moments 

of price changes, i.e., frequency of price changes, frequency of price increases, frequency 

of price decreases, net frequency of price changes, size of price increases, size of price 

decreases, and size of price changes on an aggregate basis. There are three notable 

observations. First, the frequency of price changes is positively correlated with the inflation 

rate. A fall in the frequency of price changes is, for example, associated with a fall in the 

inflation rate. Second, regarding the correlation between the two variables, the positive 

correlation is more pronounced in services than goods. This is consistent with the 

observation that the frequency of price changes in the service sector fell significantly while 
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terms of the absolute value, the frequency of price increases is more responsive to a change 

in the inflation rate than the frequency of price decreases. This tendency is more 

pronounced for the services than goods. For example, the frequency of price decreases in 

the service sector has almost no correlation with the inflation rate while that of price 

increases has a significant positive correlation with the inflation rate. 

(Figure 6) Correlation between moments and actual inflation rate 

 
Notes: 𝑓𝑡

± =frequency of price changes, 𝑑𝑝𝑡
± =size of price changes. Linear time trends have been removed from 

all series. 

Next, we conduct a similar analysis using item-level data. Table 1 shows the estimation 

results in which the inflation rate is included as the explanatory variable and each of the 

frequency of price changes, price increases, and price decreases is set as the dependent 

variable.9  The estimations are conducted for all items, items in the service sector, and 

items in the goods sector. We use the difference in the variable of interest between the 

current phase and the previous phase for both dependent and explanatory variables. The 

three points hold also in this case. First, the inflation rate affects the frequency of price 

changes positively at a statistically significant level regardless of the dependent variable 

or phase. Second, the inflation rate affects the frequency of price changes in the service 

sector more than price changes in the goods sector. Third, for items in the service sector, 

the inflation rate affects the frequency of price increases and that of price decreases in an 

asymmetric manner when measured in terms of the absolute value. Namely, while the 

inflation rate increases the frequency of price increases noticeably for both goods and 

service items, it decreases the frequency of price decrease only modestly in particular that 

in the service sector. 

                                                   
9 While we do not show here, the three observations seen in Figure 6 hold for the correlation between yearly 
inflation rate and yearly changes in frequency of price changes, instead of changes of the variables over 
phases, at the item level. 
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(Table 1) Cross-sectional regression coefficients for inflation 

 
Notes: Variables are aggregate values by item and city for each phase. *** indicates statistical significance at the 1 

percent level. 

As discussed in a later section, a positive correlation between the inflation rate and the 

frequency of price changes warrant some attention. Alvarez et al. [2019] discuss that, both 

theoretically and empirically, when the inflation rate is low the frequency of price changes 

is insensitive to changes in the inflation rate. Along the same line, Klenow and Kryvstov 

[2008] point out that "movements in aggregate inflation reflect movements in the size of 

price changes rather than the fraction of items changing price, due to offsetting movements 

in the fraction of price increases and decreases." In the case of our sample, and particularly, 

for items in the service sector, this is not the case. The key reason for this is indeed that the 

fraction of price increases and decreases do not offset each other. The frequency of price 

increases is correlated more and that of price decreases is correlated modestly with the 

inflation rate so that the effects of the frequency of price increases dominate that of price 

decreases. This asymmetric pattern is more pronounced in the service sector. 

2.5 Frequency of Price Changes and Size of Price Changes 

There are weak relationships between the frequency of price changes and size of price 

changes. Figure 7 shows the correlation between the two variables over the three phases 

for the service and good sectors at the aggregate level. The correlation is negative for 

services and positive for goods, primarily due to the difference in how the frequency of 

price changes have evolved over the three phases. Table 2 shows the correlation of the two 

variables in terms of changes from the previous phase at the item level for all items as well 

as for service items and goods items separately. The coefficients are all negative, indicating 

that items that saw a decline in the frequency of changes tended to see a rise in the size of 

price changes. As discussed later, this negative correlation between the frequency and size 

of price changes, in particular among items in the service sector, is considered to have 

important information regarding the potential development of menu costs over the phases. 

Phase I to II II to III I to II II to III I to II II to III

Change in frequency

(total)
1.026*** 1.910*** 5.040*** 4.758*** 0.494*** 1.700***

Change in frequency

of price increases

Change in inflation

rate
4.033*** 4.465*** 6.621*** 6.265*** 3.755*** 4.331***

Change in frequency

of price decreases
-3.008*** -2.555*** -1.581*** -1.507*** -3.261*** -2.632***

All items Services Goods

Explanatory variableDependent variable
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(Figure 7) Relationship between frequency and size of price changes 

Services Goods 

  
Note: Each point represents the aggregate frequency and size of price change for each year. 

 

(Table 2) Cross-sectional regression coefficients for size of price change 

 
Notes: Variables are aggregate values by item and city for each phase. *** indicates statistical significance at the 1 

percent level. 

 

3 Accounting for the Data Using a State-Dependent Pricing Model 

In this section, we explore if the standard model is able to account for the data dynamics 

from Phase I to II and from Phase II to III, in particular the frequency of price changes and 

the number of zero-inflation items. We use as the benchmark model the menu cost model 

developed by Nakamura and Steinsson [2008], calibrated to Japan's economy. We extend 

their model, however, so that it addresses the quasi-kinked demand structure of households 

(Levin, López-Salido, and Yun [2007]) along the lines of Kimball [1995].  

3.1 Model  

We start by describing the pricing decision of a firm 𝑧 . This firm produces a 

differentiated product 𝑦𝑡(𝑧) using the following linear technology: 

𝑦𝑡(𝑧) = 𝐴𝑡(𝑧)𝐿𝑡(𝑧),  (3) 

where 𝐴𝑡(𝑧)  denotes the productivity of the firm's labor force in period t, and 𝐿𝑡(𝑧) 

denotes the quantity of labor hired by the firm 𝑧 for production purposes in period t.  
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8 9 10 11 12 13 14 15

Phase I
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Phase III

size of price changes, %

frequency of price changes, %/month

Phase I to II II to III I to II II to III I to II II to III

Change in frequency

(total)

Change in size of

price changes
-0.029*** -0.131*** -0.047*** -0.074*** -0.031*** -0.166***

Services Goods

Explanatory variableDependent variable

All items
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As for the demand structure, we depart from the original setting of Nakamura and 

Steinsson [2008] and incorporate a quasi-kinked demand system following Kimball [1995]. 

More precisely, we assume that the demand for the product of firm 𝑧. 𝑐𝑡(𝑧) is expressed 

as follows. 

𝑐𝑡(𝑧) =
𝐶

1 + 𝜂
[(
𝑝𝑡(𝑧)

𝑃𝑡
)
−ϵ(1+𝜂)

+ 𝜂] ,  (4) 

where 𝑝𝑡(𝑧)  denotes the nominal price the firm charges in period t, 𝑃𝑡  denotes the 

aggregate price level in period t, ϵ > 1 represents the elasticity of substitution between 

individual differentiated products, and 𝐶  is a constant that determines the size of the 

market for the firm's product.10  

The parameter 𝜂 plays the key role in determining the demand for the product. When 

𝜂 = 0, the demand curve exhibits constant elasticity, as in the Dixit-Stiglitz formulation. 

When 𝜂 < 0, the firm faces a quasi-kinked demand curve so that a drop in its relative price 

results in only a small increase in demand, while a rise in its relative price generates a large 

drop in demand. In other words, the elasticity of demand for the product, denoted θ(𝑐𝑡(𝑧)), 

varies inversely with relative demand 𝑐𝑡(𝑧) ; θ(𝑐𝑡(𝑧)) = ϵ(1 + 𝜂 − 𝜂𝑐𝑡(𝑧)
−1) . To 

capture the price rigidity observed in the data, we assume that the firm must hire an extra 

𝐾+ units of labor in order to raise its price, and 𝐾− units of labor to lower its price. 𝐾+ 

and 𝐾− can be interpreted as the menu costs the firm incurs when changing prices. While 

existing studies typically assume 𝐾+ equals 𝐾−, in this paper we relax this assumption 

and allow menu costs to differ between price increases and decreases.  

  For simplicity, we assume that the real wage rate in the economy is given by the desired 

markup of individual firms, given by 

𝑊𝑡

𝑃𝑡
=
ϵ − 1

ϵ
,  (5) 

where 𝑊𝑡 denotes the nominal wage in the economy at time t.11 Using equations (3), (4), 

and (5) and the fact that markets clear (𝑐𝑡(𝑧) = 𝑦𝑡(𝑧)), we can write real profits Π𝑡(𝑧) as 

                                                   
10 In a general equilibrium setting, the demand function in equation (4) could also depend on the Lagrange 
multiplier of the final good producer, as in Levin, López-Salido, and Yun [2007]. Since our model is a partial 
equilibrium model, we shut off this general equilibrium effect and normalize the Lagrange multiplier to unity. 
11 The inverse of equation (5) represents the theoretical markup, which is the reciprocal of the labor share. 
The aggregate labor share in Japan has been more or less flat in the long run compared to other countries, 
such as the United States. Therefore we do not consider short run fluctuations in the aggregate markup. 
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Π𝑡(𝑧) =
𝐶

1 + 𝜂
[(
𝑝𝑡(𝑧)

𝑃𝑡
)
−ϵ(1+𝜂)

+ 𝜂] (
𝑝𝑡(𝑧)

𝑃𝑡
−
ϵ − 1

ϵ

1

𝐴𝑡(𝑧)
)

−
ϵ − 1

ϵ
(𝐾+𝐼𝑡

+(𝑧) + 𝐾−𝐼𝑡
−(𝑧)), 

(6) 

where 𝐼𝑡
+(𝑧) (𝐼𝑡

−(𝑧)) is an indicator function that takes a value of unity when the firm 

chooses to increase (decrease) price at time t and takes a value of zero otherwise. 

  We assume that the logarithm of productivity 𝐴𝑡(𝑧) of the firm's labor force follows an 

AR(1) process: 

log 𝐴𝑡(𝑧) = 𝜌 log 𝐴𝑡−1(𝑧) + 𝜀𝑡(𝑧), (7) 

where 𝜌  is the auto-regressive parameter and 𝜀𝑡(𝑧)~𝑁(0, 𝜎𝜀
2)  is an idiosyncratic 

productivity shock.  

We assume that the logarithm of the aggregate price level 𝑃𝑡 fluctuates around a trend, 

log 𝑃𝑡 = 𝜇 + log 𝑃𝑡−1 + 𝛿𝑡, (8) 

where 𝜇 is the trend inflation rate and 𝛿𝑡~𝑁(0, 𝜎𝛿
2) is a shock to trend inflation. 

The firm maximizes profits discounted at a constant rate 𝛽. The value function of the 

firm is given by 

𝑉(𝑝𝑡−1(𝑧)/𝑃𝑡, 𝐴𝑡(𝑧)) = max
𝑝𝑡(𝑧)

[Π𝑡(𝑧) + 𝛽𝐸𝑡𝑉(𝑝𝑡(𝑧)/𝑃𝑡+1, 𝐴𝑡+1(𝑧))], (9) 

where 𝐸𝑡 denotes the expectation operator conditional on information known at time t. 

We solve the firm's problem by value function iteration on a grid. We approximate the 

process for 𝐴𝑡(𝑧) and 𝑃𝑡 using the method proposed by Tauchen [1986]. 

3.2 Calibration 

We set the values of most of the parameters following Nakamura and Steinsson [2008] 

in terms of the values themselves or the methodology employed. For 𝛽 and ϵ, we use 

their values of 0.961/12 and 4, respectively. For 𝜇 and 𝜎𝛿 , we set the values based on 

the CPI inflation rate in the first half of the 1990s in Japan. We calibrate 𝜌 to 0.66. The 

curvature parameter 𝜂  is set to 0 in the baseline model, which means that the price 

elasticity of demand is constant. We choose the values of parameters 𝜎𝜀
2, 𝐾+, and 𝐾− to 

match the estimates of the frequency of regular price changes, the fraction of regular price 

changes that are price increases, and the size of regular price changes during this period. 



15 

 

For comparison, we extract the values of these parameters not only for service prices but 

also for goods prices and prices in the U.S. Note that when we use the data of service prices 

for Japan, we exclude rent as in the U.S. data. 

Table 3 shows the results. First, there is a noticeable asymmetry regarding menu costs 

for upward and downward price changes, 𝐾+ and 𝐾−, in services. For downward price 

changes, 2.4 percent of unit labor is needed while 1.1 percent is needed for upward price 

changes. This result is consistent with the observation that downward nominal rigidity was 

present in Japan until the late 1990s.12 Second, the menu cost asymmetry is reversed for 

services versus goods prices in Japan. That is, the menu costs of upward price changes are 

larger than those of downward price changes for Japanese goods. Third, menu costs tend 

to be larger in Japan than in the U.S. For example, there are qualitatively similar 

asymmetries in U.S. service prices to those in Japan, but even the menu cost of a downward 

price change in the U.S. is smaller than the menu cost of an upward price change in Japan. 

(Table 3) Calibrated parameters using the data of Phase I (1990-94) 

  
Notes: We used the U.S. store-level moments of price changes from Nakamura and Steinsson [2008, 2010] after 

adjusting them to be comparable with the Japanese city-level moments, using the relationship between the 
Japanese store-level and city-level moments. Sample period for the United States is from 1998 to 2005. 

3.3 Simulations with Actual Inflation Rates 

Using the model, we perform a set of simulations to examine how much of the 

emergence of the norm can be explained by changes in the actual inflation rate. We feed 

through the actual inflation rate from the 1990s to 2020s into the menu cost model 

described above. To ensure robustness, we use two types of models: the first type of model 

takes as inputs the time path of the aggregate inflation rate and yields changes in the 

frequency and size of the aggregate price changes. We refer this as the aggregate model. 

The second type of model takes as inputs the time path of each of the sectoral inflation 

rates and yields changes in the frequency and size of price changes in the sectoral price 

changes. We refer to these as the item-level models. Note that there are around 100 item-

                                                   
12 Kuroda and Yamamoto [2003], for example, study Japan's nominal wage data from 1993 to 1998 and 
report that the nominal wage change distributions are statistically skewed to the right with large spikes near 
zero. They stress that the observation is consistent with the presence of downward nominal wage rigidity. 

Services Goods Services Goods

K
+ Menu cost to raise price 1.1% 1.7% 0.3% 0.4%

K
- Menu cost to lower price 2.4% 0.7% 0.9% 0.7%

σ ε

Variance of idiosyncratic

productivity shock
2.9% 2.8% 2.5% 2.5%

Japan United States
Parameters
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level models, each of which is calibrated to the respective actual frequency and size of 

price changes in the early 1990s. 

For each exercise, following the procedure used by Nakamura and Steinsson [2008], we 

provide the model with the value of each year's actual inflation rate for a specific sector or 

item over the years 1990 to 2023, simulate the model 100,000 times, and calculate the 

average frequency and size of price changes generated from the model. We provide the 

aggregate inflation rate of the service sector for the aggregate model and actual item-level 

inflation rate for each of the item-level models. 

Figure 8 shows the time path of the frequency of price changes generated from the 

aggregate model. The model with the actual inflation rate tracks the time path of the actual 

frequency of price changes well qualitatively. In particular, the frequency of price changes 

is high during Phases I and III, when relatively high inflation rates prevailed, compared 

with that during Phase II, when lower inflation rates prevailed. The model also tracks the 

asymmetric response of the frequency of price increases and decreases. As in the data, the 

model predicts a fall in the frequency of price increases from Phase I to II is larger than a 

rise in the frequency of price decreases during the same period in terms of absolute changes.  

Quantitatively, however, the model does not fully agree with the data regarding the norm. 

As shown in the right panel of the figure, the model-generated frequency of price changes 

falls from 7 percent to 6 percent from Phase I to II, while the actual frequency of price 

changes falls to 3.5 percent. This is because, as shown in the left and middle panels, for 

the transition from Phase I to II, the model predicts a smaller decline in the frequency of 

price increases and a larger rise in the frequency of price decreases compared with the data.  

(Figure 8) Effects of trend inflation rate 

Frequency of price 

increases (𝑓+) 

Frequency of price 

decreases (𝑓−) 

Frequency of price changes 

Total (𝑓±) 

 
Note: Figures are backward 3-year moving averages. 

0

1

2

3

4

5

6

7

8

92 96 00 04 08 12 16 20

Model simulation

Actual

%/month

CY

0

1

2

3

4

92 96 00 04 08 12 16 20

%/month

CY
0

1

2

3

4

5

6

7

8

92 96 00 04 08 12 16 20

%/month

CY



17 

 

Parameter values of the model, in particular the sizes of menu costs, matter greatly to 

the simulation result. Figures 9 and 10 show the simulation results under several different 

settings of menu costs. The upper panels in Figure 9 show the series of frequency of price 

changes generated from the model with menu costs that are symmetric for both upward 

and downward price changes.13 As the upper-right panel shows, this alternative model also 

accounts for the emergence of the norm qualitatively, in the sense that the frequency of 

price changes declines from Phase I to II, reflecting an asymmetric change in frequency of 

price increases and decreases. The gap between the data and model, however, becomes 

larger compared with that shown in Figure 8. The middle and lower panels in Figure 9 

show the series generated from the model with menu costs that are calibrated to the U.S. 

values and goods values, respectively.14 For the case of U.S. menu costs, the frequency of 

price changes is already high in Phase I and the decline in the frequency of price changes 

from Phase I to II is muted compared with the baseline. In other words, even if the same 

time path of the inflation rate as Japan had materialized in an economy with the menu costs 

of the U.S., the frequency of price changes would have been around 15% and the zero-

inflation norm would not have occurred. As implied from the size of menu costs shown in 

Table 3, in this case firms are active in changing their prices, making the level of frequency 

of price changes higher and changes in the frequency of price changes smaller. The latter 

holds because, as shown in Figure 8, changes in the frequency of price increases and 

decreases cancel out. As a result, the zero-inflation norm is less likely to happen. For the 

case of goods menu costs, because the menu cost for price decreases is relatively small, 

the frequency of price changes is already high in Phase I and also throughout the 

subsequent phases as compared with the case of the baseline. As shown in Figure 10, 

because the menu costs of price increases are larger for goods than services, a decline in 

frequency of price increases from Phase I to II becomes modest, leading to a muted decline 

in the frequency of price changes from Phase I to II. 

                                                   
13 For this exercise, we calibrate the parameters to the data of the early 1990s, assuming the menu costs are 
symmetric for price increases and decreases. Model features and the time path of the actual inflation rate 
used as inputs are the same as those used for the simulation above. 
14 For these exercises, we calibrate the model parameters to values shown for the U.S. and for goods in Japan 
in Table 3, respectively. Again, the model settings and the time path of the actual inflation used as input as 
the same as those used for the simulation above. 
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 (Figure 9) Effects of trend inflation 
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Frequency of price changes 

Total (𝑓±) 

 
Note: Figures are backward 3-year moving averages. "Model (U.S. parameters)" and "Model (goods parameters)" are 

the results of counterfactual simulations by models calibrated using U.S. services data and Japanese goods data, 

respectively. 
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(Figure 10) Change in the frequency of price changes 

Frequency of price 

increases (𝑓+) 

Frequency of price 

decreases (𝑓−) 

Frequency of price changes 

Total (𝑓±) 

 

Figure 11 shows a relationship between the frequency of price changes and trend 

inflation rate that is generated from our menu cost model with various different 

assumptions of the menu cost. Two observations are notable. First, it is notable that when 

menu costs are large, frequency of price increases falls greater and frequency of price 

decreases rises more modestly in response to a decline in the inflation rate from some 

positive values to a value around zero. Notice that with a positive trend inflation rate, firms' 

relative price gradually fall as far as they do not change their prices. Firms change their 

prices only when the price gap, the deviation of the current price from the desired price, 

becomes large enough so that the benefits of changing the prices exceed the menu costs. 

The fall in the trend inflation rate makes such price changes less frequent and the effect is 

more pronounced when the menu costs are large. Second, some forward-looking behavior 

matters to firms' price changes. For example, with large menu costs for downward price 

changes, firms become more reluctant to raise price because it would be costly for the firms 

to reduce prices once they set higher prices. Consequently, the frequency of price increases 

falls greater in response to a decline in the inflation rate from a positive value when menu 

costs for downward price changes are larger. These observations are consistent with the 

findings shown in Figure 10 that changes in the frequency of price changes become muted 

when the menu costs are calibrated to the U.S. price dynamics or the price dynamics of the 

goods sector in Japan. 
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(Figure 11) Size of upper and lower menu costs and frequency of price changes 

Frequency of price 

increases (𝑓+) 

Frequency of price 

decreases (𝑓−) 

Frequency of price changes 

Total (𝑓±) 

 
Note: Numbers in parentheses indicate the upper and lower menu costs (𝐾+, 𝐾−) (in percentage). 

Figure 12 shows the time path of the frequency of price changes generated from the 

item-level models. Because there are 100 items in the service sector, there are 100 

corresponding model-generated frequency series. The figure shows the distribution across 

items of the model-generated frequencies and the data frequency, represented by the 

interquartile range and median of the series. Similar observations hold to the results 

obtained with the aggregate model. Namely, the model agrees with the data qualitatively 

but not fully quantitatively. For example, the median of the model-generated frequencies 

of price changes falls by 1 percent from Phase I to II while that of the data falls by more 

than 2 percent. It can also be seen that for the transition from Phase I to II, the model 

predicts a smaller decline in the frequency of price increases and a larger increase in the 

frequency of price decreases compared with the data. 
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(Figure 12) Effects of trend inflation 

Frequency of price 

increases (𝑓+) 

Frequency of price 

decreases (𝑓−) 

Frequency of price changes 

Total (𝑓±) 

 
Notes: The data are limited to items for which data are available in Phase I. Constants are added so that the model 

estimates match the actual values in Phase I. 

Figure 13 summarizes the simulation results based on the aggregate model on the left 

and those based on the item-level models on the right. The aggregate model correctly 

predicts the data movement qualitatively: a rise in the share of zero-inflation items from 

Phase I to II and its decline from Phase II to III. Quantitatively, however, for example, only 

about 40 to 50 percent of the rise in the share from Phase I to II is explained by the decline 

in the actual inflation rate. The right panel computes the proportion of declines in model-

generated frequencies from Phase I to II compared with the actual decline in frequency for 

100 service items. The item-level models underestimate the change in frequency from 

Phase I to II for more than half of the items.15  

                                                   
15 The fact that the frequency of price changes has decreased significantly as the inflation rate has declined 
is indeed in contrast with the findings of Alvarez et al. [2019], which shows that under low inflation, the 
frequency of price changes does not change with inflation. This can be partly explained by the relatively 
large and highly asymmetric menu costs in the Japanese services sector, according to our model analysis 
above. If the menu costs were at U.S. levels or symmetric, this would be less likely to occur. 
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(Figure 13) Effects of trend inflation 

Share of no price change Predictive power of the model of 

frequency by item 

 

 
Note: Share of no price change (annual rate) = (1 – frequency of price change)12. 

It is also notable that the item-level models are able to replicate a positive correlation 

between the frequency of price changes and the inflation rate at the item level seen in the 

data. Figure 14 shows the correlation between the two variables, in terms of the difference 

from the previous phase, generated from the model for the service sector and goods sector. 

For comparison, we plot the correlation of the two variables in the actual data as well. 

Changes in the frequency of price changes are positively correlated with changes in the 

inflation rate over the different phases and the positive correlation between the two 

variables is more pronounced in the service sector than good sector. It is also notable, 

however, for changes in frequency of price changes, that the slope for the actual data is 

steeper and the intercept for the actual data is smaller than the model estimates, indicating 

there are potentially other factors operating.  
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(Figure 14) Change in inflation and simulated frequency of price changes by item 

Services, frequency of price increases (𝑓+) 

Phase I to II-1 Phase II-2 to III 

  
Services, frequency of price decreases (𝑓−) 

Phase I to II-1 Phase II-2 to III 

  
Services, frequency of price changes, total (𝑓±) 

Phase I to II-1 Phase II-2 to III 

  
Note: Actual points are plotted only for items for which simulation results are available. 
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(Figure 14) Change in inflation and simulated frequency of price changes by item 

(continued) 

Goods, frequency of price changes, total (𝑓±) 

Phase I to II-1 Phase II-2 to III 

  
Note: Actual points are plotted only for items for which simulation results are available. 

 

4 Role of Changes in Model Parameters  

Our next step is to fill the remaining gap between what the model with the actual 

inflation rate predicts and the data. We consider the possibility that some model parameters 

might have changed over the phases and explore how the key model parameters should 

have evolved over time to be consistent with the actual developments of the frequency and 

size of price changes, using various types of menu cost models. 

Figure 15 shows several candidate explanations for why Japanese firms did not pass on 

their costs to prices during the period of low inflation, based on the survey results reported 

in Bank of Japan [2024].16 Indeed, there are various reasons. About 70% of responding 

firms indicate that concerns about price competition prevented them from passing on the 

costs to prices. About 30% of respondent firms indicate that consumers' attitudes, corporate 

image, or costs associated with arrangements are the reasons. With reference to the survey 

results, we choose two model parameters, allow them to change over time, and quantify 

changes in values of these parameters. 

The first parameter is the parameter that governs the curvature of demand elasticity 𝜂. 

Changes in this parameter are considered to represent a change in price competitiveness. 

Indeed, the possibility of a change in the curvature of demand elasticity has already been 

                                                   
16 Bank of Japan [2024] documents the results of the survey conducted by the Bank of Japan. The survey 
was conducted with the aim of deepening the Bank's understanding of the features of corporate behavior 
since the mid-1990s and the impact this behavior has had on Japan's economic developments and the 
formation mechanism of wages and prices, as part of the Bank's Review of Monetary Policy from a Broad 
Perspective. The survey covers around 2,500 nonfinancial corporations nationwide of varying industries and 
sizes in Japan. 
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discussed in existing studies, such as Watanabe [2023] and Watanabe and Watanabe [2018]. 

The second parameter is that which governs the size of menu costs 𝐾+. Obviously changes 

in this parameter represent changes in the cost of adjusting prices in general. As discussed 

in Zbaracki et al. [2004], this menu cost is considered as reflecting various types of non-

physical costs, including costs associated with arrangements with the customers.  

In addition to these two parameters, in some exercises, we allow the variance of 

idiosyncratic productivity 𝜎𝜀
2  to change during the simulation period. Indeed, as 

discussed in Alvarez et al. [2019], a theoretical reason why the frequency of price changes 

is considered to become nonresponsive to changes in the inflation rate in low inflation rate 

environment is because idiosyncratic shocks become relatively more important than the 

inflation rate. Obviously, other things being equal, a decline in the variance of idiosyncratic 

shock should make firms inactive in price changes and more responsive to a change in the 

inflation rate. 

(Figure 15) Reasons for the difficulties in passing on higher costs to prices 

 
Source: Bank of Japan [2024] 

Figure 16 shows the policy function of how firms change their prices in response to 

changes in marginal costs, derived from our main model, for various sizes of menu costs 

on the left and various sizes of curvature on the right. Note that the horizontal axis 

represents the marginal cost in period 1, where its long-run average is normalized to 1.  
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(Figure 16) Inaction region to change in marginal costs 

Menu cost parameter (𝐾+) Curvature parameter (𝜂) 

  

Larger menu costs widen the inaction region of price changes, as can be seen by a longer 

plateau, and, at the same time, increase the size of price changes, as can be seen in the 

magnitude of price changes at points just outside the inaction region. Because firms change 

their prices only when changes in marginal costs are sufficiently large, when the gap 

between the current price and profit-maximizing price is large, the size of price changes 

tends to be large. The implications of higher curvature in the demand curve (i.e., a smaller 

value of 𝜂) depend on the size of the trend inflation rate. On the one hand, a smaller value 

of 𝜂 widens the inaction region as firms know that demand for their goods would decline 

more if they changed their prices. On the other hand, when the trend inflation rate is high, 

a firm's relative price changes automatically even without changing the nominal price, 

which, in turn, implies that the firm faces an added incentive to change its price so that the 

relative price remains in accordance with the prices of other firms. 

Figures 17, 18, and 19 show the effects on the extensive and intensive margins of price 

changes, of the menu cost parameter, the curvature of the demand curve, and the variance 

of idiosyncratic productivity, respectively. As the menu cost parameter 𝐾+  becomes 

larger, the frequency of price changes falls for both upward and downward price changes. 

The changes of the size of the price changes increase with menu costs, because firms 

change their prices only when changes in profits by doing so exceed the large menu costs.  

For the curvature parameter of the demand curve 𝜂, higher curvature (i.e., a smaller 

value of 𝜂) reduces the frequency and size of price changes when the trend inflation is 

zero due to enhanced strategic complementarity. As the trend inflation rate becomes more 

positive, however, firms change their prices more quickly so that their relative prices are 
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aligned with the prices of other firms because a high trend inflation rate makes their relative 

prices smaller even without nominal price changes.  

For the variance of idiosyncratic productivity 𝜎𝜀
2, higher variance raises the frequency 

and size of price changes due to increased variations in marginal costs facing firms. All 

else being equal, the price gap, i.e., the difference between the actual price and the desired 

price, tends to widen more, making firms more active in changing their prices. It is notable 

that the effect of changes in the variance on the frequency and size of price changes 

materialize somewhat nonlinearly. Neither frequency nor size responds to changes in the 

variance for values below two and both become responsive to changes when the values 

exceed approximately two. 

(Figure 17) The role of menu costs (𝐾+) 

Frequency 
Size (𝑑𝑝±) 

Increases (𝑓+) Decreases (𝑓−) Total (𝑓±) 

 
Note: The annual inflation rate is set to 1%. 
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(Figure 18) The role of elasticity (𝜂) 

Frequency 
Size (𝑑𝑝±) 

Increases (𝑓+) Decreases (𝑓−) Total (𝑓±) 

  
Note: π denotes annual inflation rate. 
 

 (Figure 19) The role of variance of idiosyncratic productivity shock (𝜎𝜀) 

Frequency 
Size (𝑑𝑝±) 

Increases (𝑓+) Decreases (𝑓−) Total (𝑓±) 

  
Note: The annual inflation rate is set to 1%. 

4.1 Accounting for the Remaining Gaps 

  For the simulations, we employ five different approaches using both the aggregate 

model and item-level models as described in Table 4 below for ensuring robustness.  
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(Table 4) Five approaches to deriving the set of parameter values 

 
Notes: "Latent" indicates that the parameter is the target parameter of the method of simulated moments and was 

calibrated at each time period. f=frequency of price changes, f+=frequency of price increases, f-=frequency 
of price decreases, and dp=size of price changes. 

These approaches differ in terms of which type of the two models is used for the 

simulation (i.e., aggregate model vs item-level models), which of the parameters are 

allowed to vary, observables used as inputs, and the target moments. Note that because our 

interest is in exploring the roles of the three parameters, but particularly the parameters 

𝐾+ and 𝜂, in explaining the remaining portion of the data that is not accounted for by the 

inflation rate, for all of the five approaches, we feed through the actual inflation rate into 

the model and attribute the unexplained portion of the target moments to changes in the 

parameters.17  In the baseline approach, for example, we first feed through the actual 

aggregate inflation rate and the proxy of the variance of idiosyncratic productivity shocks 

constructed by the methodology described in Appendix C. We then estimate the time path 

of the two parameter values, menu cost (𝐾+) and curvature (𝜂), so that the model-generated 

frequency of price increases and the size of price changes agree exactly with the data 

counterparts.   

Figure 20 shows the estimated values of the two parameters based on various approaches 

for Phases I, II, and III. Note that we show the median and dispersion of the parameters 

estimated by alternative approach 4 because it employs 100 item-level models. Indeed, 

these approaches more or less agree on the development of the two key parameters. That 

is, all of the approaches agree that menu costs are larger and the curvature is higher 

(curvature parameter being more negative) during Phase II than Phases I and III. In other 

words, firms became more inactive and more cautious in Phase II. These changes in the 

                                                   
17 Though the variance of idiosyncratic shocks 𝜎𝜀

2 is not observable, similar to the other two parameters 𝐾+ 
and 𝜂, it differs from these two parameters in the sense that some proxy variables can be constructed. We 
therefore conduct an approach that treats the variance as observable and an approach that treats the variance 
as the latent variable. For example, in the baseline approach, we treat the variance as observable. See 
Appendix C for the construction methodology of the variance that is used as an observable input in some of 
the approaches. 
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parameter values are consistent with views of firms shown in Figure 15 and those of 

existing studies about the zero-inflation norm, at least qualitatively. A higher menu cost 

during Phase II and III is consistent with the term "social norm" in the sense that it implies 

that firms find it more costly to deviate from a zero inflation rate than before. A higher 

kinkedness of the demand curve is also consistent with existing research that emphasizes 

the role of strategic complementarity stemming from a higher curvature in the demand 

curve in explaining the zero-inflation norm (Watanabe and Watanabe [2018], Aoki, Ichiue, 

and Okuda [2019]).  

(Figure 20) Changes in parameters over time 

Menu cost parameter (𝐾+) Curvature parameter (𝜂) 

 
Note: The range indicates the 25th to the 75th percentile for the menu cost parameter and the 10th to the 90th percentile 

for the curvature parameter. The sample period for Phase III is 2023 for the baseline and alternatives 1 and 2, 
and 2021-2023 for alternatives 3 and 4. 

Figure 21 shows the time path of a breakdown of the frequency and size of price changes 

based on the baseline approach and on alternative approach 3. As shown in Table 4, the 

key methodological difference is that the variance of idiosyncratic shocks 𝜎𝜀
2 is treated as 

a latent variable in approach 3. Three observations are notable. First, changes in the menu 

costs and those in the curvature of the demand curve contributed negatively and 

importantly to a fall in the frequency of price changes from Phase I to II. Their negative 

contribution to the frequency of price changes become muted from Phase II to III, which 

implies that these changes are important but not permanent. Second, regarding the 

contribution to changes in the frequency of price changes, quantitatively, the effect of a 

rise in menu costs has been larger than that of an increase in the curvature. Lastly, both 

approaches agree that the variance of idiosyncratic shocks 𝜎𝜀
2 has increased over time, 

boosting both the frequency and size of price changes during these periods. This implies 

that all else equal the zero-inflation norm would have become larger if changes in the 

variance had been absent. 
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(Figure 21) Parameter decomposition of frequency and size of price changes 

Baseline 

Frequency of price changes (𝑓±) Size of price changes (𝑑𝑝± ) 

 
Alternative 3 

Frequency of price changes (𝑓±) Size of price changes (𝑑𝑝± ) 

 
Note: The contribution of each parameter is the difference in moments when the parameter is changed from its 

calibrated parameter value using the data of Phase I (but 0 for curvature) to its calibrated value at each year 
in the order 1) inflation rate, 2) variance of idiosyncratic productivity shocks, 3) curvature of demand, 4) menu 
cost. Due to the difference between the model estimates and actual values, the sum of the contributions does 
not equal the actual values. 

It is important to note that one reason why implied menu costs increase from Phase I to 

II and then decrease from Phase II to III is that the joint development of actual frequency 

and size of price changes over the same set of periods are consistent with such 

developments in menu costs. On the one hand, as shown in Figure 3, the size of price 

changes in the service sector modestly increased from Phase I to II and decreased from 

Phase II to III while the frequency of price changes moved more or less in the opposite 

direction. On the other hand, as shown in Figure 17, the model predicts that, all else equal, 

higher menu costs yield a lower frequency of price changes and a larger size of price 

changes, generating a negative correlation between the two variables. This remains so even 

if, as suggested in Appendix C, there is some evidence that idiosyncratic variance has 
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increased over time because a higher idiosyncratic variance should result in a higher 

frequency of price changes and a larger size of price changes if menu costs do not become 

higher.  

4.2 Discussion on Changes in Model Parameters 

In typical menu cost models including our models above, the menu costs are exogenous 

variables. Our simulation exercises, those shown in Figure 21, therefore simply say that 

the norm in Japan emerged mostly as an endogenous response to a decline in the inflation 

rate and a rise in the menu costs and the curvature of the demand curve. By contrast, 

existing studies on the zero-inflation norm in Japan agree that the norm did not emerge 

independently from changes in economic environments that occurred after the bubble burst 

in the early 1990s in particular the decline in the inflation rate. Although we do not provide 

a model that addresses the theoretical relationship between changes in menu costs and the 

economic environment, we show some statistical properties of implied menu cost and 

curvature series obtained above and discuss potential explanations for why these 

parameters might have changed.  

We first document differences in the parameters between service and goods items. 

Figure 22 shows the developments of implied menu costs and the curvature for the goods 

sectors estimated in a similar way as those in the service sector. The pattern of increasing 

menu costs from Phase I to II is observed but only modestly as compared with the service 

items. Why have menu costs risen saliently in the service sector? Somewhat related to this 

point, Higo and Saita [2007] document that a fall in the frequency of price changes from 

the late 1980s and early 1990s to the mid-1990s and early 2000 is pronounced for items 

that have higher labor costs and argue that the stabilization of wage dynamics during the 

latter period affected price dynamics of items in an important manner.  
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(Figure 22) Changes in parameters over time (goods) 

Menu cost parameter (𝐾+) Curvature parameter (𝜂) 

 
Note: The range indicates the 25th to the 75th percentile for the menu cost parameter and the 10th to the 90th percentile 

for the curvature parameter. The sample period for Phase III is 2023 for the baseline and alternatives 1, 2, and 
3, and 2021-2023 for alternative 4. 

Indeed, similar results hold for our implied menu costs as well. Table 5 shows the 

regression results in which the frequency of price changes is included as the dependent 

variable and labor cost, i.e., expenses for labor inputs divided by all of the expenses for 

production inputs, is included as the independent variable in the estimation equation. It can 

be seen that the labor cost explains the frequency of price changes when the pooled sample 

is used for the estimation. That is, the increase in implied menu costs is higher for items 

whose costs of production inputs are largely affected by those of labor inputs. This 

observation also holds when only items in the goods sector are used in the estimation 

equation. By contrast, the labor cost share is unable to account for differentials in menu 

costs within the service sector. These observations suggest that while there is the possibility 

that dynamics of wages play a role in shaping the dynamics of menu costs, there is room 

for other factors also to play a role in the menu cost dynamics.  

(Table 5) Cross-sectional regression on changes in menu costs 

 
Notes: ***, **, and * indicate statistical significance at the 1, 5, and 10 percent levels, respectively. Shares of Labor 

costs are calculated from the input table of the 1995 Input-Output Tables. 
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Next, we study the lagged effect of the inflation rate on menu costs. Uchida [2024], for 

example, argues that "The mild but persistent deflation created a social norm based on the 

belief that 'today's prices and wages will be the same tomorrow.' I use the word 'social.' It 

is not just an economic phenomenon." These arguments imply that the creation of a social 

norm lags the decline in the inflation rate because households and firms accept the norm 

only after they see a zero inflation rate prevailing for a prolonged period of time. Indeed, 

this implication is consistent with the time path of the discrepancy between the model and 

data for the exercises conducted earlier in this section. Figure 23 shows the time path of 

the gap between the model and the data regarding the frequency of price changes for the 

service sector. The gap is limited in the early 1990s and starts to widen markedly from the 

middle of the 1990s. 

(Figure 23) Discrepancy of the frequency of price changes between model and data 

Frequency of price 

increases (𝑓+) 

Frequency of price 

decreases (𝑓−) 

Frequency of price changes 

Total (𝑓±) 

 
Note: Difference in frequency of price changes between asymmetric menu cost model and actuals in Figure 8. 

Figure 24 shows the correlogram between the aggregate inflation rate of the service 

sector and the time-series of menu costs (𝐾+) and curvature (𝜂), the parameter that governs 

the degree of kinkedness, estimated from the baseline approach shown in Table 4. In terms 

of the timing, both parameters lag the aggregate inflation rate. That is, the menu costs rise 

and the kinkedness of the demand curve becomes larger three to four years after a decline 

in the inflation rate. These observations are consistent with the view that the experience of 

a prolonged period of low inflation and deflation has gradually formed the expectation 

among households and firms that prices should not be changed, resulting in higher menu 

costs or a higher degree of competition among firms. 
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(Figure 24) Cross-correlation with CPI inflation 

Menu cost parameter (𝐾+) Curvature parameter (𝜂) 

 
Notes: The parameters are estimates from the baseline approach. Dashed lines are fitted curves with quadratic 

functions. Excluding outlier (1997). 

Table 6 captures the same relationship from a slightly different angle with the cross-

section dimension. This time, we use the simulation results computed by alternative 

approach 4, since this is the only approach that estimates changes in menu costs and the 

curvature of the demand curve for each item. Using the estimated values, we conduct panel 

regressions in which the dependent variable is the change in the estimated parameter value 

and the independent variables include a set of control variables and dummy variables. 

These dummy variables represent how inflation rates changed from the previous phase. 

We are interested in whether there is a tendency for menu costs or the curvature parameter 

to change nonlinearly for an item that sees a fall in the inflation rate to a value below a 

threshold or a rise of the inflation rate to a value above a threshold in the previous phase.  

For changes in menu costs, the coefficient on the dummy variable is positive at a 

statistically significant level when the state of inflation changes from high to low in the 

previous phase and negative at a statistically significant level when it changes from low to 

high state. These results indicate that items that see a decline in the inflation rate below a 

certain threshold are associated with higher menu costs, and items that see an increase in 

the inflation rate above a threshold are associated with lower menu costs in the current 

phase. It is also notable that when dummy variables are included, the coefficient on the 

change in the inflation rate become insignificant.  
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 (Table 6) Panel estimates of the impact of inflation on the parameters 

  

  
Notes: Panel regression of individual parameters on inflation and controls. Periods are pooled into 4 phases; Phase I 

(1990-1994), II-1(1995-2012), II-2(2013-2020), III(2021-2023). State of inflation is a set of dummy variables 
indicating the change in the level of inflation from the previous period to the current period; High is an average 
inflation rate of more than 2 percent per year and Low is less than 2 percent per year. For equations 1 and 2, the 
explanatory variables include a constant, change in idiosyncratic shock of item, and change in curvature of item. 
For equations 3 and 4, the explanatory variables include a constant, change in idiosyncratic shock of item, and 
change in menu cost of item. Esimates conducted by EGLS with cross section weights. No fixed effects. R2 are 
unweighted. ***, **, and * indicate statistical significance at the 1, 5, and 10 percent levels, respectively. 

 

5 Conclusion 

This paper uses the city-level source data of the official CPI in Japan to examine the 

price-setting behavior of Japanese firms since the 1990s and, in particular, the causes of 

the emergence of the zero-inflation norm (i.e., the salient decline in firms' frequency of 

price changes). We first document in detail how the frequency and sizes of price changes 

have developed over time from the early 1990s to the 2020s. We then construct a set of 

simple menu cost models, built upon the standard menu cost model of Nakamura and 

Steinsson [2008], to study two points. Namely, to what extent these models are able to 

account for the data observations with a decline in the inflation rate and what additional 

elements are needed to reconcile the model with the data.  

Dependent Variable

Change in parameter values
 Coefficients R

2

-3.70
*** 0.604 (1)

High to High -1.1
*

High to Low 1.6
***

Low to High -1.9
***

Low to Low -0.0

0.99

0.031
*** 0.056 (3)

High to High 0.004

High to Low -0.009
**

Low to High -0.001

Low to Low 0.009
***

-0.013

State of inflation (t -1 to t )

0.053

Change in inflation

Explanatory Variable

State of inflation (t -1 to t )

0.613

Change in inflation

(2)

(4)

Menu cost: D (K
+

i,t )

Change in inflation

Curvature: D (η i,t )

Change in inflation
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Our empirical analysis shows that the emergence of the norm is related to a decline in 

the inflation rate. The timing of the emergence of the norm roughly coincided with a fall 

in the aggregate inflation rate that started in the early 1990s and the norm largely 

disappeared when the aggregate inflation started to increase to a value above zero. Also, 

items that saw a larger fall in the frequency of price changes are those that saw a larger fall 

in their respective inflation rates during the period when the norm prevailed. The norm is 

related to the size and the asymmetry of upward and downward changes in the frequency 

of price changes. Both in the aggregate and at the item level, a fall in the frequency of price 

changes occurred because the frequency of price increases fell noticeably while the 

frequency of price decreases did not rise much.  

The first part of our model exercise shows that about half of the emergence of the norm 

is explained by the model that takes a decline in the trend inflation rate as an input. While 

this exercise indicates that the emergence of the norm agrees to some extent with the 

prediction of the standard model, it also underscores the importance of the characteristics 

of menu costs in price dynamics. When menu costs are set in a way consistent with the 

U.S. economy, for example, the model predicts that the frequency of price changes does 

not react much to a decline in the inflation rate, as suggested by Alvarez et al. (2019). By 

contrast, the model predicts the emergence of the norm to some extent when menu costs 

are calibrated to be consistent with price dynamics in Japan for the period before the norm 

emerged. The values of these menu costs are larger than those of the U.S. and asymmetric 

in the sense that menu costs for downward price changes are larger than those for upward 

price changes. These menu costs cause firms to become less active in changing prices when 

the inflation rate falls. The second part of our model exercise shows that there might have 

been changes in model parameters, in particular, a rise in menu costs, during the period 

when the norm emerged. Clearly, firms become inactive in terms of price changes when it 

is more costly to change their prices. Increases in implied menu costs are noticeably seen 

items in the service sector and less in the goods sector. Furthermore, they lag a fall in the 

inflation rate and are pronounced in the service items that saw a decline in the inflation 

rate to a value close to zero in the latter half of the 1990s, suggesting the possibility that 

there have been interplays between the inflation rate and the menu cost that the standard 

menu cost models do not predict.  

Characteristics of implied menu costs over the phases and across items somehow 

indicate what "menu costs" represent in practice may not be the costs of physically 

renewing the menus. Alternative candidate explanations for example include managerial 

costs of changing list prices stressed for example by Zbaracki et al. [2004] and others or 

concerns about the fairness of pricing stressed by Rotemberg [2011]. Indeed, motivated by 
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the findings documented by Zbaracki et al. [2004], Midrigan [2011] shows, using a multi-

product menu cost model, that the smaller the number of products for which firms revise 

prices simultaneously, the larger the menu cost per product revision becomes due to the 

existence of scale effects, making price revisions less likely.  

We have two reservations regarding our results. First, our work focuses on why the zero-

inflation norm emerged in the mid-1990s in Japan. This question is closely related to, but 

differs from, questions such as why the inflation rate in Japan did not increase much during 

the period when the norm was prevalent, since our model analysis takes the time path of 

the aggregate and individual inflation rates as given and focuses on how these inflation 

rates can account for developments in the intensive and extensive margin of price dynamics. 

In order to address the latter type of question, not only price dynamics but also the 

dynamics of input prices, including wages, and the interaction between output and input 

price dynamics should be analyzed.18 Second, while our model exercises imply that there 

is a quantitative relationship between the level of the inflation rate and the size of menu 

costs and/or the degree of kinkedness of the demand curve, the analyses do not fully 

uncover the relationships among them, including the directions of causality. These 

questions are particularly important when considering if similar zero-inflation norms could 

arise in other countries or other periods, or in what kind of economic circumstances. 

Exploring price dynamics in Japan further in these areas is left to future research. 

  

                                                   
18 For example, Aoki, Hogen, and Takatomi [2023] and Aoki et al. [2024] document that in Japan, while 
price markups have been shrinking over the years, possibly due to the competitive environment, firms have 
been increasing their profits by expanding their wage markdowns. 
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Appendix A: Data 

This appendix describes the details of the data we use for our analysis. 

 (The main data) 

The key data source of our analysis is the city-level data in the Retail Price Survey that 

includes monthly average prices by item and city. This series has been used in many 

previous studies of price dynamics in Japan, such as Higo and Saita [2007] and Kurachi, 

Hiraki, and Nishioka [2016]. We measure the frequency and size of price changes as 

follows. First, the item-specific frequency of price changes is calculated as the percentage 

of cities where the average price changed from the previous month. Second, the size of 

price change is calculated as the average rate of change in cities where the price changed 

from the previous month. The macro frequency and the size of price changes are then 

calculated as a weighted average of the CPI weights for each item. In this process, we 

exclude items that are not surveyed in each city (e.g., nationally standardized items), 

seasonal items, and months of specific items where the basis for the price survey has 

changed from the previous month.19 

There are several things to note about the above method. First, the level of the frequency 

of price changes may depend on the number of stores surveyed in each city. For example, 

if the number of stores surveyed in a city is large, the frequency of price changes is likely 

to be higher, since a price revision in one of these stores will change the average price in 

the entire city. To reduce this bias due to the number of surveyed stores, this paper follows 

Higo and Saita [2007] and uses only data from medium-sized cities20 where the number 

of surveyed stores is almost the same. The average number of stores surveyed for each 

item is about 3 stores. Second, the city-level data do not include the price level of individual 

stores, so the frequency and size of price changes may differ from store-level data. This 

could lead to a potential bias in the frequency of price changes because it is not possible to 

distinguish changes in average prices when the stores surveyed change or the number of 

stores in the survey change. 

(Comparison with the data constructed from store-level data) 

Figure A1-1 shows a comparison of the frequency of price changes measured by city-

level data and store-level data. Note that the latter series is taken from Furukawa, Hogen, 

                                                   
19 A detailed guideline is administered by the Ministry of Internal Affairs and Communications for which 
prices to collect for each good and service. The guideline is revised on a necessary basis for major goods and 
services sold nationwide, with less variety in quality and function. 
20 Cities that have populations larger than 150 thousand people (excluding ordinance designated city). 
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and Otaka [2024]. Generally speaking, the series show similar patterns.21 

(Figure A1-1) Frequency of price changes 

Goods Services 

  
Note: The data exclude fresh food, electricity, manufactured and piped gas, water charges, housing rent, periods of 

consumption tax hikes and temporary price changes mainly due to special sales (same for the following 

figures). Backward 12-month moving average. 

Source: Ministry of Internal Affairs and Communications. 

(Sales filters) 

Temporary price fluctuations due to special sales, etc. are adjusted for in many studies 

that use "regular prices" when comparing the frequency and size of price change (Kehoe 

and Midrigan [2015], Nakamura and Steinsson [2008], Kurachi, Hiraki, and Nishioka 

[2016]).22 Since the data used in this paper do not contain information on whether the price 

is a special price or not, we compute regular prices using the algorithm proposed in 

previous studies.23 Specifically, we use the Running Mode filter proposed by Kehoe and 

Midrigan [2015] and the V-Shaped filter proposed by Nakamura and Steinsson [2008]. The 

V-Shaped filter is a method that considers price fluctuations that return to the original level 

after the price falls as temporary price fluctuations. In this paper, we basically use the 

Running Mode filter to adjust for temporary fluctuations (Sudo, Ueda, and Watanabe 

[2014] and Kurachi, Hiraki, and Nishioka [2016]).  

                                                   
21 Time series changes in the size of price changes are similar for both sources as well. 
22 Kurachi, Hiraki, and Nishioka [2016] show that the impact from temporary sales only has a modest effect 
on aggregate inflation. Therefore changes in regular prices are more important in Japan. 
23 CPI excludes special sales with duration of 7 days or less, but could still include sales with longer duration.  
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Appendix B: Analysis using a Simple Static Model 

(Setting for profit function) 

For illustrative purpose, in this appendix, we derive implications to the frequency of 

price changes of change in the key model parameters such as trend inflation rate using a 

simple static model. Suppose that the demand of a firm is given by 𝑓(𝑝), where 𝑝 is the 

relative price of the firm, and that the marginal cost of production is constant at 𝑐. Then 

the firm's profit is given by: 

Π(𝑝; 𝑐) = 𝑝𝑓(𝑝) − 𝑓(𝑝)𝑐 (A2_1) 

Its partial derivative with respect to the price is 

𝜕Π(𝑝; 𝑐)

𝜕𝑝
 = 𝑓(𝑝) + 𝑝𝑓′(𝑝) − 𝑓′(𝑝)𝑐  

 = 𝑓′(𝑝) (𝑝 +
𝑓(𝑝)

𝑓′(𝑝)
− 𝑐)  

 = 𝑓′(𝑝) ((1 −
1

𝜀(𝑝)
) 𝑝 − 𝑐)  

 =
𝑓′(𝑝)

𝜇(𝑝)
(𝑝 − 𝜇(𝑝)𝑐) (A2_2) 

where 

𝜀(𝑝) ≡ −
𝑑𝑓/𝑓

𝑑𝑝/𝑝
 (A2_3) 

is the price elasticity of demand and 

𝜇(𝑝) ≡
𝜀(𝑝)

𝜀(𝑝) − 1
 (A2_4) 

is the markup. Thus, the profit maximizing price 𝑝∗ satisfies: 

𝑝∗ = 𝜇(𝑝∗ )𝑐 (A2_5) 

Totally differentiating equation (A2_5), we obtain 

𝑑𝑝∗

𝑝∗
=
𝜇′

𝜇
𝑝∗

𝑑𝑝∗

𝑝∗
+
𝑑𝑐

𝑐
 (A2_6) 

∴
𝑑𝑝∗/𝑝∗

𝑑𝑐/𝑐
=

1

1 + �̃�
 (A2_7) 

where 

�̃� ≡ −
𝑑𝜇/𝜇

𝑑𝑝∗/𝑝∗
 (A2_8) 

is the price elasticity of markup. Note that �̃� > 0  and a larger �̃�  implies a higher 

curvature of the demand curve. 

(Inaction region without trend inflation) 

Suppose that the marginal cost of production is initially 𝑐0 and the price is set at the 

profit maximizing level 𝑝0
∗ . When the marginal cost changes from 𝑐0  to 𝑐1 , the firm 
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changes the price to the corresponding profit maximizing 𝑝1
∗ if by doing so the firm’s 

profit increases by more than the menu cost Φ. That is, the firm changes the price if  

Π(𝑝1
∗; 𝑐1) − Π(𝑝0

∗; 𝑐1) > Φ (A2_9) 

The Taylor expansion of Π(𝑝; 𝑐) around (𝑝0
∗, 𝑐0) up to the second degree yields 

Π(𝑝; 𝑐) = Π(𝑝0
∗; 𝑐0) +

𝜕Π

𝜕𝑝
(𝑝0

∗; 𝑐0)(𝑝 − 𝑝0
∗) +

𝜕Π

𝜕𝑐
(𝑝0

∗; 𝑐0)(𝑐 − 𝑐0)

+
1

2
{
𝜕2Π

𝜕𝑝2
(𝑝0

∗; 𝑐0)(𝑝 − 𝑝0
∗)2

+ 2
𝜕2Π

𝜕𝑝𝜕𝑐
(𝑝0

∗; 𝑐0)(𝑝 − 𝑝0
∗)(𝑐 − 𝑐0) +

𝜕2Π

𝜕𝑐2
(𝑝0

∗; 𝑐0)(𝑐 − 𝑐0)
2} 

(A2_10) 

Since 𝑝0
∗  is profit maximizing given 𝑐0 , we have 𝜕Π/𝜕𝑝 = 0 . Moreover, by equation 

(A2_1), we also have 𝜕Π/𝜕𝑐 = −𝑓(𝑝) and 𝜕2Π/𝜕𝑐2 = 0. By differentiating equation 

(A2_2) with respect to 𝑝, we obtain 

𝜕2Π

𝜕𝑝2
(𝑝0

∗; 𝑐0) =
𝜕

𝜕𝑝
(
𝑓′(𝑝)

𝜇(𝑝)
) ∙ (

𝑝0
∗

𝜇(𝑝0
∗)
− 𝑐0) +

𝑓′(𝑝0
∗)

𝜇(𝑝0
∗)

(1 − 𝜇′(𝑝0
∗)𝑐0)  

 =
𝑓′(𝑝0

∗)

𝑝0
∗ (

𝑝0
∗

𝜇(𝑝0
∗)
−
𝜇′(𝑝0

∗)𝑝0
∗

𝜇(𝑝0
∗)

𝑐0)  

 =
𝑓′(𝑝0

∗)

𝑝0
∗ (𝑐0 + �̃�𝑐0)  

 =
𝑓′(𝑝0

∗)

𝑝0
∗ (1 + �̃�)𝑐0 (A2_11) 

where we make use of equation (A2_5) and equation (A2_8). Thus, we can rewrite 

equation (A2_10) as 

Π(𝑝; 𝑐) = Π(𝑝0
∗; 𝑐0) − 𝑓(𝑝0

∗)(c − 𝑐0)

+
1

2
{
𝑓′(𝑝0

∗)

𝑝0
∗ (1 + �̃�)𝑐0(𝑝 − 𝑝0

∗)2

− 2𝑓′(𝑝0
∗)(𝑝 − 𝑝0

∗)(𝑐 − 𝑐0)} 

 

 = Π(𝑝0
∗; 𝑐0) − 𝑓(𝑝0

∗)(c − 𝑐0)

−
𝑓(𝑝0

∗)𝜀

2
(
𝑝 − 𝑝0

∗

𝑝0
∗ ) {(1 + �̃�)𝑐0 (

𝑝 − 𝑝0
∗

𝑝0
∗ )

− 2(𝑐 − 𝑐0)} 

(A2_12) 

where we make use of equation (A2_3). If 𝑐1 − 𝑐0 is small, we can write (𝑝1
∗ − 𝑝0

∗)/𝑝0
∗ 

as (𝑐1 − 𝑐0)/(𝑐0(1 + 𝜂)) from equation (A2_7). Then, from equation (A2_12), we have 

Π(𝑝1
∗; 𝑐1) = Π(𝑝0

∗; 𝑐0) − 𝑓(𝑝0
∗)(𝑐1 − 𝑐0) +

1

2

𝑓(𝑝0
∗)𝜀

1 + �̃�
𝑐0 (

𝑐1 − 𝑐0
𝑐0

)
2

 (A2_13) 

Since 𝜋(𝑝0
∗; 𝑐1) = 𝜋(𝑝0

∗; 𝑐0) − 𝑓(𝑝0
∗)(𝑐1 − 𝑐0) up to the second degree of approximation, 

we obtain 
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Π(𝑝1
∗; 𝑐1) − Π(𝑝0

∗; 𝑐1) =
1

2

𝑓(𝑝0
∗)𝜀

1 + �̃�
𝑐0 (

𝑐1 − 𝑐0
𝑐0

)
2

 (A2_14) 

Thus, equation (A2_9) implies the firm changes the price if 

|
𝑐 − 𝑐0
𝑐0

| > √
2(1 + �̃�)Φ

𝜀𝑓(𝑝0
∗)𝑐0

 (A2_15) 

(Role of trend inflation rate) 

Let us now consider the case where trend inflation rate 𝜋 is greater than zero. In this 

case, the firm's relative price changes from 𝑝0
∗ to (1 − 𝜋)𝑝0

∗ in period one if it chooses 

not to reset the price from period zero to one. Thus, the firm's price decision problem 

equation (A2_9) becomes 

Π(𝑝1
∗; 𝑐1) − Π((1 − 𝜋)𝑝0

∗; 𝑐1) > Φ (A2_16) 

From equation (A2_12), we have 

Π((1 − 𝜋)𝑝0
∗; 𝑐1)

= Π(𝑝0
∗; 𝑐0) − 𝑓(𝑝0

∗)(𝑐1 − 𝑐0)

−
1

2
{𝑓(𝑝0

∗)𝜀(1 + �̃�)𝑐0𝜋
2 + 2𝑓(𝑝0

∗)𝜀𝜋(𝑐1 − 𝑐0)} 

(A2_17) 

Hence, 

Π(𝑝1
∗; 𝑐1) − Π((1 − 𝜋)𝑝0

∗; 𝑐1)  

 
=
1

2

𝑓(𝑝0
∗)𝜀

1 + �̃�
𝑐0 (

𝑐1 − 𝑐0
𝑐0

)
2

+
1

2
{𝑓(𝑝0

∗)𝜀(1 + �̃�)𝑐0𝜋
2 + 2𝑓(𝑝0

∗)𝜀𝜋(𝑐1 − 𝑐0)} 

 

 
=
1

2

𝑓(𝑝0
∗)𝜀

1 + �̃�
𝑐0 (

𝑐1 − 𝑐0
𝑐0

+ (1 + �̃�)𝜋)
2

 (A2_18) 

Thus, the condition (A2_16) leads to 

−(1 + �̃�)𝜋 − √
2(1 + �̃�)Φ

𝜀𝑓(𝑝0
∗)𝑐0

<
𝑐 − 𝑐0
𝑐0

< −(1 + �̃�)𝜋 + √
2(1 + �̃�)Φ

𝜀𝑓(𝑝0
∗)𝑐0

 (A2_19) 

To simplify the notation, let us denote 

𝑐 ≡ −(1 + �̃�)𝜋 + √
2(1 + �̃�)Φ

𝜀𝑓(𝑝0
∗)𝑐0

 (A2_20) 

𝑐 ≡ −(1 + �̃�)𝜋 − √
2(1 + �̃�)Φ

𝜀𝑓(𝑝0
∗)𝑐0

 (A2_21) 

To see what the model implies for the frequency of price changes, let 𝐹(∙) denote the 

cumulative distribution function of the marginal cost shock that occurs at the period one 

(𝑐 − 𝑐0)/𝑐0. Then, the frequency of price changes 𝑓𝑟𝑒𝑞 is given by 

𝑓𝑟𝑒𝑞 = 𝐹(𝑐) + 1 − 𝐹(𝑐) (A2_22) 

Its derivative with respect to the trend inflation rate 𝜋 is 
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𝜕𝑓𝑟𝑒𝑞

𝜕𝜋
= (1 + �̃�) (𝑓(𝑐) − 𝑓(𝑐)) (A2_23) 

where 𝑓(∙) denotes the probability distribution function of the marginal cost shock. 

To simplify the discussion, we make a few assumptions about 𝑓(𝑥) . The first 

assumption is that it is symmetric around zero so that 𝑓(𝑥) = 𝑓(−𝑥) . Second, it is 

monotonically decreasing when 𝑥 ≥ 0. By the first assumption, it implies that 𝑓(𝑥) is 

monotonically increasing when 𝑥 ≤ 0 . This second assumption means that as a shock 

becomes larger in absolute terms the probability of that a marginal cost shock takes that 

value falls. The third assumption is that 𝑓(𝑥) is differentiable. 

These assumptions imply that 𝜕𝑓𝑟𝑒𝑞/𝜕𝜋 = 0  when 𝜋 = 0  as 𝑐 = 𝑐 . Moreover, if 

the trend inflation rate is not significantly different from zero so that 𝑐 > 0 and 𝑐 < 0, 

then we have 𝜕2𝑓𝑟𝑒𝑞/𝜕𝜋2 > 0 since 𝑓(𝑐) − 𝑓(𝑐) is increasing with respect to 𝜋. Thus, 

the frequency of price changes is convex with respect to trend inflation. 

The above discussion indicates that 𝜕𝑓𝑟𝑒𝑞/𝜕𝜋 is close to zero when 𝜋 is sufficiently 

small. In other words, the frequency of price changes does not depend on a value of the 

trend inflation rate when the trend inflation is small. 

(Role of asymmetry in menu costs) 

It is straightforward to generalize this argument to the case where the menu cost is 

asymmetric. Suppose the firm incurs the menu cost Φ+ when it increases the price and 

Φ− when it decreases the price. Then, the firm increases the price if 

−(1 + �̃�)𝜋 + √
2(1 + �̃�)Φ+

𝜀𝑓(𝑝0
∗)𝑐0

<
𝑐 − 𝑐0
𝑐0

 (A2_24) 

and decreases the price if 

𝑐 − 𝑐0
𝑐0

< −(1 + �̃�)𝜋 − √
2(1 + �̃�)Φ−

𝜀𝑓(𝑝0
∗)𝑐0

 (A2_25) 

In this setting, Equations (A2_20) and (A2_21) above are rewritten as: 

𝑐 = −(1 + �̃�)𝜋 + √
2(1 + �̃�)Φ+

𝜀𝑓(𝑝0
∗)𝑐0

 (A2_26) 

𝑐 = −(1 + �̃�)𝜋 − √
2(1 + �̃�)Φ−

𝜀𝑓(𝑝0
∗)𝑐0

 (A2_27) 

Differentiating equation (A2_22) with respect to the menu cost parameters Φ+ and Φ− 

gives 
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𝜕𝑓𝑟𝑒𝑞

𝜕Φ+
= −√

1 + �̃�

2𝜀𝑓(𝑝0
∗)𝑐0Φ+

𝑓(𝑐) (A2_28) 

𝜕𝑓𝑟𝑒𝑞

𝜕Φ−
= −√

1 + �̃�

2𝜀𝑓(𝑝0
∗)𝑐0Φ−

𝑓(𝑐) (A2_29) 

Therefore, higher menu costs lead to lower frequency of price changes. 

The asymmetry of menu costs also affects how the frequency of price changes responds 

to the trend inflation rate. When the trend inflation is positive and Φ− > Φ+, it is evident 

from equation (A2_26) and (A2_27) that |𝑐| > |𝑐|. Then, the above assumptions on 𝑓(𝑥) 

implies that 𝑓(𝑐) < 𝑓(𝑐). In this case, equation (A2_23) indicates that the frequency of 

price changes increases as the trend inflation rises. Moreover, given the shape of 𝑓(∙) is 

fixed, more asymmetric menu costs (i.e., larger relative size of Φ− with respect to Φ+) 

leads to a greater value of 𝑓(𝑐) − 𝑓(𝑐) , making the frequency of price changes more 

sensitive to changes in the trend inflation.  

(Role of curvature) 

Next, we consider how the curvature of the demand curve affects the frequency of price 

changes. Let us assume for simplicity that menu costs are symmetric, i.e., Φ+ = Φ− = Φ. 

Differentiating equation (A2_22) with respect to the curvature parameter �̃� gives 

𝜕𝑓𝑟𝑒𝑞

𝜕�̃�
 
= (−𝜋 − √

Φ

𝜀(1 + �̃�)𝑓(𝑝0
∗)𝑐0

)𝑓(𝑐)

− (−𝜋 + √
Φ

𝜀(1 + �̃�)𝑓(𝑝0
∗)𝑐0

)𝑓(𝑐) 

 

 

= 𝜋 (𝑓(𝑐) − 𝑓(𝑐)) − √
Φ

𝜀(1 + �̃�)𝑓(𝑝0
∗)𝑐0

(𝑓(𝑐) + 𝑓(𝑐)) (A2_30) 

Equation (A2_30) implies the following: First, when the trend inflation rate is zero (𝜋 =

0 ), 𝜕𝑓𝑟𝑒𝑞/𝜕�̃�  is always negative. Second, if the trend inflation rate is positive, it is 

possible that 𝜕𝑓𝑟𝑒𝑞/𝜕�̃� > 0. In other words, the relationship between the curvature of the 

demand curve and the frequency of price changes can depend on the level of trend inflation. 

To illustrate this point, we run a simple numerical simulation. Here, we assume the 

Kimball-type quasi-kinked demand curve (Kimball [1995]) 

𝑓(𝑝) =
1

1 + 𝜂
(𝑝−𝜖(1+𝜂) + 𝜂) (A2_31) 

where 𝜂 ≤ 0  and a larger value of |𝜂|  indicates a higher curvature of the demand 
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curve.24 We set the parameter values (𝜖, 𝑐0, Φ) = (20,0.95,0.01). In this case, 𝑝0
∗ = 1 

regardless of the value of 𝜂. We further assume that the shock to the marginal cost, (𝑐1 −

𝑐0)/𝑐0 , follows a normal distribution 𝑁(0, 0.052) . For given values of the remaining 

parameters (𝜂, 𝜋 ) and a randomly generated 𝑐1 , we numerically solve the firm's price 

setting problem equation (A2_16). We repeat this exercise 100,000 times and calculate the 

frequency of price changes. The following figure shows the result: 

(Figure A2-1) Relationship between the curvature of the demand curve 

and the frequency of price changes (static model) 

 

We can observe that while the frequency of price changes monotonically decreases as |𝜂| 

increases when 𝜋 = 0, it actually starts increasing once |𝜂| becomes large enough when 

there is a positive trend inflation. 

(Role of variance) 

Lastly, we consider how the variance of marginal cost shocks affect the frequency of 

price changes. Suppose that the variance of marginal cost shocks increases, indicating that 

larger shocks are more likely to occur. The simplest way to express this change 

mathematically is to assume that 𝐹(𝑐)  becomes larger for a given 𝑐  and that 𝐹(𝑐) 

becomes smaller for a given 𝑐. It is evident from equation (A2_22) that the frequency of 

price changes consequently increase. 

  

                                                   
24 The price elasticity of demand is constant when 𝜂 = 0 and the demand curve becomes more concave as 
𝜂 becomes more negative. 
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Appendix C: Constructing Idiosyncratic Variation 

In Section 4, we execute simulations exercises to quantify potential changes in the 

model's key parameters, including the variance of idiosyncratic productivity 𝜎𝜀
2. In the 

simulations of alternatives 3 and 4, we assume that the variance is not directly observable 

and estimate the time path of the variance from the data of the frequency and size of price 

changes. In the baseline and alternatives 1 and 2, by contrast, we assume that the variance 

is observable, feed through the time series of the variance into the model and estimate 

changes in other parameters.  

In this Appendix, we explain how we construct the proxy variable for the variance 𝜎𝜀
2 

which we use as the observable of the variance in the simulations of the baseline and 

alternatives 1 and 2. We first construct this time series of the annual growth of input cost 

for each industry in the service sector by aggregating the growth of labor compensation in 

the SNA statistics and the growth of the intermediate input deflator using input cost weights. 

We then compute the variance of the input cost growth across industries.  

Figure A3-1 shows the time path of this series. It has been trending upward since the 

early 1990s until around 2010, possibly due to the changes in the way that annual wage 

negotiations are made, and has been trending downward since then. In most of the sample 

period, the bulk of the variations in the series has been brought about by variations in the 

contributions of labor costs. For example, one reason why the variance went up during 

Phase II-1 (1995-2012) is that some industries, such as hotels and food accommodation 

services, saw a large labor cost declines due to relatively large increases in the share of 

part-time workers while the rest of the industries did not. 

(Figure A3-1) Inter-industry variation of input cost growth (service sectors) 

 
Notes: Figures are 3-year backward moving averages. Input costs are weighted averages of compensation per 

employee and input deflators, with nominal inputs as weights. Values for 2023 are extended estimates based on 
monthly statistics. 

Sources: Cabinet Office; Cabinet Secretariat; Ministry of Health, Labour and Welfare; Bank of Japan.  
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