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This study investigates the equilibrium relationship between real M1 balances, real GNP and short-term interest rates in Japan since 1955. Although each of these variables appears to be nonstationary, the evidence suggests that there exists a stable, stationary linear combination of the three variables over the entire sample period. The estimated coefficients of this vector suggest that the long-run income elasticity of real M1 is not significantly different from one, and the long-run interest elasticity is around 0.5.

I. Introduction

Instability of empirical money demand equations appears to be as perplexing a problem in Japan in the 1980s as it has been in the United States since the mid 1970s. In Japan in recent years a broad concept of money (M2+CD) has received more attention than the comparable monetary aggregates in the United States, but the observed behavior of “transactions money” has proven as troublesome to understand as the behavior of the broader concept.

In particular, estimates of M1 demand functions have been constructed by Hamada and Hayashi (1983), Ueda (1988), and Ueda (1989) (these studies are available in English; a number of additional studies are published only in Japanese, in particular Tsutsui and Hatanaka (1983)). These studies have estimated lagged dependent variable specifications of the “real” and “nominal” adjustment form investigated by Goldfeld (1973) for the U.S. The failure of these specifications in the Japanese context is similar to their failure in the U.S. experience. The estimated “speeds of adjustment” are very slow, the equations produce systematic out-of-sample forecast errors (“missing money”), and the parameter estimates are highly sensitive to the choice of sample period.

The primary focus of this study is on the equilibrium or long-run demand function for real M1 balances in Japan. There is general agreement among economists on the
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specification of such a demand function, and our available macroeconomic theories appear to provide a sufficient number of restrictions to identify the parameters of such a function. In contrast, there is neither a well-specified theory nor a consensus of opinion on the proper specification of a dynamic or short-run demand function for real balances. There are serious questions on the feasibility of identifying such a short-run demand function given the current state of theory and knowledge of macroeconomic structures (e.g. Laidler, 1982 and Gordon, 1984).

This study is organized as follows. In Section II the concepts, sources, and characteristics of the relevant time series data for Japan are discussed. In Section III a model of the demand for and supply of transactions balances in Japan is outlined. In Section IV it is shown that the parameters of an equilibrium money demand equation are identified by this model in terms of the parameters of a reduced form error correction model (Engle and Granger, 1987), but that the model does not contain sufficient restrictions to identify a short-run money demand function. In Section V the statistical analysis of this model is presented, and the impact on the estimated parameters of adding data from the period of rapid change in Japanese financial markets is evaluated. In Section VI a summary of the major conclusions of this analysis is presented.

II. Data

A. Measurement and sources

Official Bank of Japan data on M1 are available monthly from the beginning of 1955. This M1 measure is the most comprehensive measure of transactions money available for Japan. However, it excludes some of transactions deposits, since not all financial institutions are included in the coverage. In particular, deposits in the postal savings system; agricultural, fishery and credit cooperatives; and labor credit associations are not included in official Bank of Japan M1 (Suzuki, 1987, Table 3.2). These depository institutions are excluded because of a significant lag in the reporting of their statistics. At the end of March, 1988 (end of fiscal year 1987) transactions deposits at these financial institutions amounted to 206,088 (100 million yen) or about 19 percent of measured M1 at that time (see Table 1). The largest portion of the transactions deposits omitted from M1 appear to be ordinary deposits at agricultural cooperatives and current deposits in the postal savings system. In March, 1955 transactions deposits at the same set of financial intermediaries amounted to approximately 23 percent of measured M1. Thus the fraction of covered transactions deposits in measured M1 has increased slightly over the sample period, but this increase appears to be sufficiently small that it is not a serious measurement error for purposes of the analysis in this study.

Official measures of M1 are currently available monthly on two bases: end-of-month figures and daily averages figures. The latter series is available only from the beginning of 1963, so to produce quarterly data from the mid 50s on an average basis it is necessary to
Table 1. Transactions Deposits at Various Financial Intermediaries
End of March 1988 (100 million ¥)

<table>
<thead>
<tr>
<th>Intermediary</th>
<th>Current Deposits</th>
<th>Ordinary Deposits</th>
<th>Deposits at Notice</th>
<th>Special Deposits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit Cooperatives¹</td>
<td>3,913</td>
<td>17,004</td>
<td>3,997</td>
<td>1,742</td>
</tr>
<tr>
<td>Labor Credit Associations²</td>
<td>180</td>
<td>6,505</td>
<td>386</td>
<td>282</td>
</tr>
<tr>
<td>Agriculture Cooperatives³</td>
<td>918</td>
<td>78,424</td>
<td>1,299</td>
<td>2,121</td>
</tr>
<tr>
<td>Fishery Cooperatives⁴</td>
<td>69</td>
<td>1,876</td>
<td>342</td>
<td>1,042</td>
</tr>
<tr>
<td>Postal Savings⁵</td>
<td>85,988</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>91,068</td>
<td>103,809</td>
<td>6,024</td>
<td>5,187</td>
</tr>
<tr>
<td>M1⁶</td>
<td>1,064,102</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


link the two series. In this analysis the quarterly average series for M1 is measured as the geometric average of the three end-of-month observations during the years 1955-62 and the geometric average of the monthly daily average data for 1963 to the present. The series are chained at the first quarter of 1963 by multiplying 1955-62 data by the ratio of the daily average measure for 1963:1 to the end-of-month average measure for the same quarter. The money stock data used are seasonally adjusted.

Many interest rates in Japan have been regulated or administered rates during much or all of the sample period considered in this study (Suzuki, 1987, pp. 142-159). The most significant market determined short-term interest rate during the sample period is the call rate. The interest rate used in this analysis is the monthly average unconditional call rate at Tokyo banks (also known as the one-day notice call rate in the early years of the sample).¹ During 1957-59, the published data in the Economic Statistics Monthly of the Bank of Japan indicate a range of values for this rate. During these months the midpoint of the published range has been used as the short-term rate observation for that month. Quarterly average rates are constructed as geometric averages in the specifications which use logs of interest rates. Arithmetic averages of the monthly data are used in the specifications with

¹The sources of the monthly call rate data are as follows:
   1960 and subsequently: Bank of Japan data base.
levels of interest rates.

The real income data are the official quarterly seasonally adjusted GNP estimates for Japan published by the Economic Planning Agency. The GNP deflator is used to construct real M1.

B. Data characteristics

It is interesting to compare the behavior of Japanese GNP relative to transactions deposits with the comparable data from the U.S. economy during 1955-88. The estimates of the velocity of M1 in both countries are shown in Figure 1. It is evident from that graph that the experience in the two countries differs considerably over much of the sample period. In the U.S., M1 velocity drifted up during the 1955-80 period and during the most recent decade generally drifted downward. In Japan, M1 velocity generally drifted down.

Figure 1. Japanese and U.S. GNP-M1 Velocity

Figure 2. Japanese Call Rate (Quarterly)
during the 1956-80 period and has been relatively trendless during the past decade. In addition the behavior of short-term interest rates is remarkably different between the two countries, at least through the 1970s. The Japanese call rate exhibits significant cyclical variation during this period, but gradually drifts downward (Figure 2). U.S. Treasury bill and commercial paper rates show cyclical variation around an upward drift prior to 1980. In the 1980s the difference between short-term interest rate behavior between the two countries is less pronounced. The differences prior to 1980 are not surprising given the significant capital controls that were in place in Japan during that period (Suzuki, 1987, pp. 42-43). With the passage of the Foreign Exchange and Trade control Act of 1980, the process of liberalizing controls on all capital transactions began (Suzuki, 1987, pp. 49-50).

A significant element in recent discussion (an disputes) in the analysis of economic time series data is the question of whether or not such data possess "unit roots." The economic implication of a unit root is that shocks to the economy are permanent rather than transitory: in the presence of a unit root at each point in time an economic measurement is just the sum of all past shocks to that variable.

In an extensive study of macroeconomic time series from the U.S. economy, Nelson and Plosser (1982) conclude that the unit root hypothesis cannot be rejected for most of the data series that they consider. Subsequently an extensive econometric literature has advanced numerous tests of the hypothesis of a unit root (Dickey and Fuller, 1979; Phillips and Perron, 1986; Phillips, 1987; Schwert, 1987). It is recognized that all the available tests of the unit root hypothesis have low power against the alternative hypothesis of a near unit (but stationary) root. Consequently separate analyses of identical economic data come to opposite conclusions on the existence of a unit root (Cochrane, 1988; DeLong and Summers, 1988; Campbell and Mankiw, 1988) and other analysts conclude that it is impossible to discriminate a unit root from a near unit root (Christiano and Eichenbaum, 1989).

The data used in this analysis have similar characteristics to the data from the U.S. economy that have been studied so extensively. In Table 2 the results of a series of unit root tests are presented for two sample periods. The shorter sample period starts in the mid 50s and ends in 1979, before the period of financial liberalization and innovation in Japan. The longer sample includes the data from the 1980s. The results are the same for both samples. All of the tests fail to reject a unit root in real income and real M1. For these series the only cases where the computed values of the test statistics come close to the estimated critical values are for the augmented Dickey-Fuller tests \( (\tau_m) \) when no provision is made for a deterministic trend in the data. The unit root tests on the call rate data are ambiguous. The unit root hypothesis is decisively rejected based on some test statistics, while it is not rejected on the basis of competing test statistics.

The question of a second unit root in these data series is examined by performing the battery of unit root tests (assuming no deterministic trend) on the first differences of each data series. The computed test statistics are reported in Table 3. In contrast to the tests on
Table 2. Unit Root Test Statistics (Logarithms)

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>AR</th>
<th>.05 Critical Values</th>
<th>GNP (SA)</th>
<th>Real M1 (SA)</th>
<th>Rcall</th>
<th>GNP (SA)</th>
<th>Real M1 (SA)</th>
<th>Rcall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \theta = -0.5 )</td>
<td>( \theta = 0 )</td>
<td>( \theta = 0 )</td>
<td></td>
<td>( \theta = -0.5 )</td>
<td>( \theta = 0 )</td>
<td></td>
</tr>
<tr>
<td>( \tau \mu )</td>
<td>4</td>
<td>-3.02</td>
<td>-2.87</td>
<td>-2.93</td>
<td>-2.81</td>
<td>-2.67</td>
<td>-3.83*</td>
<td>-1.96</td>
</tr>
<tr>
<td>( \tau \tau )</td>
<td>4</td>
<td>-3.61</td>
<td>-3.41</td>
<td>-3.49</td>
<td>-0.90</td>
<td>-0.48</td>
<td>-5.32*</td>
<td>-0.25</td>
</tr>
<tr>
<td>( T (\rho \mu^{-1}) )</td>
<td>4</td>
<td>-29.2</td>
<td>-14.4</td>
<td>-9.8</td>
<td>-0.76</td>
<td>-0.71</td>
<td>-16.69*</td>
<td>-0.53</td>
</tr>
<tr>
<td>( T (\rho \mu^{-1})^c )</td>
<td>4</td>
<td>-19.9</td>
<td>-16.6</td>
<td>-17.4</td>
<td>-1.10</td>
<td>-1.36</td>
<td>-49.74*</td>
<td>-0.77</td>
</tr>
<tr>
<td>( T (\rho \tau^{-1}) )</td>
<td>4</td>
<td>-44.2</td>
<td>-22.4</td>
<td>-15.6</td>
<td>-0.98</td>
<td>-0.45</td>
<td>-27.90*</td>
<td>-0.46</td>
</tr>
<tr>
<td>( T (\rho \tau^{-1})^c )</td>
<td>4</td>
<td>-33.8</td>
<td>-28.3</td>
<td>-30.4</td>
<td>-1.44</td>
<td>-0.84</td>
<td>-138.45*</td>
<td>-0.66</td>
</tr>
<tr>
<td>( t_{\alpha}^* )</td>
<td>4</td>
<td>-5.30</td>
<td>-2.93</td>
<td>-2.73</td>
<td>-3.68</td>
<td>-2.97</td>
<td>-2.93</td>
<td>-2.40</td>
</tr>
<tr>
<td>( [t_{\tau_{\mu}}] )</td>
<td>4</td>
<td>-6.59</td>
<td>-3.53</td>
<td>-3.15</td>
<td>-0.66</td>
<td>-0.48</td>
<td>-3.52</td>
<td>-0.14</td>
</tr>
<tr>
<td>( t_{\alpha} )</td>
<td>4</td>
<td>-44.9</td>
<td>-14.3</td>
<td>-11.9</td>
<td>-1.09</td>
<td>-1.27</td>
<td>-1.24</td>
<td>-0.73</td>
</tr>
<tr>
<td>( Z_{\alpha}^* )</td>
<td>4</td>
<td>-65.8</td>
<td>-21.8</td>
<td>-17.6</td>
<td>-0.81</td>
<td>-0.73</td>
<td>-29.01*</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Table 3. Unit Root Test Statistics (First Difference of Logarithms)

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>AR</th>
<th>.05 Critical Values</th>
<th>GNP (SA)</th>
<th>Real M1 (SA)</th>
<th>Rcall</th>
<th>GNP (SA)</th>
<th>Real M1 (SA)</th>
<th>Rcall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \theta = -0.5 )</td>
<td>( \theta = 0 )</td>
<td>( \theta = 0 )</td>
<td></td>
<td>( \theta = -0.5 )</td>
<td>( \theta = 0 )</td>
<td></td>
</tr>
<tr>
<td>( \tau \mu )</td>
<td>4</td>
<td>-3.02</td>
<td>-2.87</td>
<td>-2.93</td>
<td>-3.02</td>
<td>-3.35*</td>
<td>-6.21*</td>
<td>-2.91</td>
</tr>
<tr>
<td>( T (\rho \mu^{-1}) )</td>
<td>4</td>
<td>-29.2</td>
<td>-14.4</td>
<td>-9.8</td>
<td>-53.79*</td>
<td>-46.62</td>
<td>-101.14*</td>
<td>-48.31*</td>
</tr>
<tr>
<td>( T (\rho \mu^{-1})^c )</td>
<td>4</td>
<td>-19.9</td>
<td>-16.6</td>
<td>-17.4</td>
<td>-24.42*</td>
<td>-35.61*</td>
<td>-850.13*</td>
<td>-25.32*</td>
</tr>
<tr>
<td>( t_{\alpha}^* )</td>
<td>4</td>
<td>-5.30</td>
<td>-2.93</td>
<td>-2.73</td>
<td>-10.23*</td>
<td>-4.94</td>
<td>-6.02*</td>
<td>-3.36</td>
</tr>
<tr>
<td>( [t_{\tau_{\mu}}] )</td>
<td>4</td>
<td>-44.9</td>
<td>-14.3</td>
<td>-11.9</td>
<td>-25.79</td>
<td>-24.01</td>
<td>-34.32*</td>
<td>-19.51</td>
</tr>
<tr>
<td>( Z_{\alpha}^* )</td>
<td>4</td>
<td>-65.8</td>
<td>-21.8</td>
<td>-17.6</td>
<td>-0.81</td>
<td>-0.73</td>
<td>-29.01*</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Note: \( \tau \mu \) and \( \tau \tau \) are the augmented Dickey-Fuller test statistics of the hypothesis \( \rho \mu = 1 \) or \( \rho \tau = 1 \) in the regressions.

\[
y_t = \alpha + \rho \mu y_{t-1} + \sum_{i=1}^{q} \gamma_i \Delta y_{t-i} + \epsilon_t \quad \text{or} \quad y_t = \alpha + \beta t + \rho \tau y_{t-1} + \sum_{i=1}^{q} \gamma_i \Delta y_{t-i} + \epsilon_t
\]

\( T (\rho \mu^{-1}) \) and \( T (\rho \tau^{-1}) \) are normalized bias tests of the same hypotheses. \( t_{\alpha}^* \) and \( t_{\alpha} \) are adjusted Dickey-Fuller tests suggested by Phillips. \( Z_{\alpha}^* \) and \( Z_{\alpha} \) are Phillips corrected normalized bias tests.
the levels data, the maintained hypothesis of a unit root is rejected strongly here for all the
time series. Therefore we conclude that if the time series used in this analysis are integrated
(possess unit roots), they are integrated of order less than 2.\(^2\) For the econometric analysis
that is utilized in this study to be valid, it is critical that the time series be integrated of order
<2. The statistical model is valid for trend stationary data (I(0)) or difference stationary
data (I(1) or a single unit root), and the analysis provides an additional test of the unit root
hypothesis. The econometric technique is discussed in Section IV below.

III. An Economic Model of Long-run Demand for Money in Japan

A. Theoretical specification of the long-run demand for transactions money

There exists a significant consensus on the theoretical sepcification of the long-run
(or equilibrium) demand for transactions money. There are several different approaches to
the microfoundations of the long-run demand for transactions balances. One approach
emphasizes the costs of exchanging nonmonetary for monetary assets (Baumol, 1954;
Tobin, 1956) and derives equilibrium microeconomic demand functions for transactions
money from cost minimization behavior.

More recent theoretical analyses start from traditional utility maximization models of
consumer behavior and emphasize that the transactions services available from holding
money balances provide savings of real resources (additional consumption and/or leisure
opportunities) for the consumer (McCallum and Goodfriend, 1987; Lucas, 1988).

The conclusion from all these analyses is that in equilibrium the demand for real
transactions balances is a function of real income and an opportunity cost variable.\(^3\)
Opportunity costs are variously measured as nominal interest rates on alternative assets
less the nominal interest rate on transactions money (own rates) and/or brokerage charges.
Since explicit deposit rates in Japan are highly regulated and have been maintained at very
low levels for those deposits where the permitted maximum is greater than zero, the
opportunity cost in this study is represented by a short-term market-determined rate of
interest.

A general specification of the demand for real balances that is consistent with these
theoretical conclusions is:

\[
\ln(M/P)_t = -c_1(B)R_t + c_2(B)y_t + c_3(B)\ln(M/P)_t + \mu_{3t}
\]  


\(^3\)Lucas derives the demand for real balances in terms of real permanent income, but in full equilibrium
transitory income is zero. McCallum and Goodfriend derive a relationship between the demand for real
balances and real consumption. If consumption is proportional to permanent income (or real wealth) then in
equilibrium the demand for real balances can again be expressed in terms of real income.
where

\[ c_1(B) = c_{10} + c_{11}B + c_{12}B^2 + \ldots + c_{1n}B^n \]
\[ c_2(B) = c_{20} + c_{21}B + c_{22}B^2 + \ldots + c_{2n}B^n \]

and

\[ c_3(B) = c_{31}B + c_{32}B^2 + \ldots + c_{3n}B^n \]

are finite polynomials in the lag operator \( B \) and \( \mu_{3t} \) is a stationary (I(0)) error term.\(^4\)

This equation can be rewritten in an algebraically equivalent expression in first differences as:

\[
\Delta \ln(M/P) = -c_{10}\Delta R_t - a_{31}(B)\Delta R_t + c_{20}\Delta y_t + a_{32}(B)\Delta y_t + a_{33}(B)\Delta \ln(M/P)_t - c_1(1)R_{t-n-1} + c_2(1)y_{t-n-1} + [c_3(1) - 1]\ln(M/P)_{t-n-1} + \mu_{3t}
\]

(2)

where \( c_j(1) \) is the sum of the coefficients in the \( c_j(B) \) polynomials (\( i=1,\ldots,3 \)) and the coefficient of the \( i^{th} \) order term in the polynomials \( a_{3j}(B) \) is:

\[ a_{3ji} = \sum_{j=0}^{i} c_{jk} \quad i = 1, \ldots, n. \]

The theoretical restrictions on the long-run demand for real balances are:

\( c_3(1) < 1.0; c_1(1) > 0.0; \) and \( c_2(1) > 0.0. \) Under these restrictions the long-run interest and real income elasticities are given by:

\[ \frac{-c_1(1)}{[1 - c_3(1)]} \quad \text{and} \quad \frac{c_2(1)}{[1 - c_3(1)]} \]

respectively.

**B. Bank of Japan operating procedures and the supply of transactions money**

A critical question for any attempt to estimate a demand function for money (transactions balances or more broadly defined money) is the issue of whether the demand function is identified. This question cannot be answered independently of the operating procedure used by the monetary authorities, since a specification of this procedure is required to complete the requisite economic model.

Historically the operating procedure of the Bank of Japan has focused on achieving a desired call or bill rate. For example a report on monetary control technique by the Bank of Japan (Fukui, 1986) states:\(^5\)

The Bank of Japan, while carefully observing the general ‘surplus or shortage of funds’ trend in the money market, influenced supply and

\(^4\)To simplify notation \( y_t \) represents real income and \( R_t \) represents either the interest rate or the log of the interest rate.

\(^5\)See also Suzuki (1987): “The Bank of Japan conducts its financial adjustments paying attention to the interest rate movements in the interbank markets as its operating variables” (p. 327).
demand by adjusting its credit to financial institutions on a day-to-day basis, which allowed it to maintain control of the call and bill rates. (p. 4)

and

...the Bank of Japan controlled the call and bill rates by means of influencing, ex-ante, the supply of and demand for, high powered money... (p. 4)

Changes in the Bank of Japan official discount rate play a major role in these operating procedures:
The main thrust of the Bank of Japan’s operations in adjusting money market conditions has been, first the fine-tuning of the call and bill rates by means of creating either ‘stringent’ or ‘relaxed’ conditions in the markets on a day to day basis; and secondly, changes in the official discount or reserve rates, should a change in the underlying call and bill rates be deemed necessary. (Fukui, 1986, p. 8)

Finally, this operating procedure has remained stable over the sample periods studied here even after the Bank of Japan began the policy of announcing estimated values of the future growth rate of the money stock (initially M2, subsequently M2+CD):

The Bank of Japan’s framework for controlling money market conditions since the mid-1970s has basically remained the same as the traditional framework in which the call and bill rates were controlled by means of adjusting the ‘reserve progress ratio of reserve deposits’ (Fukui, 1986, p. 15)

Quantitatively it is appropriate to represent the short-run behavior of interbank interest rates in Japan as:

\[ R_t - R_{t-1} = (R_t^* - R_{t-1}^*) + \epsilon_{1t} \]  

where \( R_t \) is the interbank interest rate, \( R_t^* \) is the rate objective of the Bank of Japan and \( \epsilon_{1t} \) is an error term. The role of the official discount rate in the implementation of the interbank rate objective is modeled as:

\[ R_t^* = \alpha_t + \beta R_{\text{dis}_t} \]  

so that the short run behavior of interbank rates is:

\[ (R_t - R_{t-1}) = \Delta \alpha_t + \beta (R_{\text{dis}_t} - R_{\text{dis}_{t-1}}) + \epsilon_{1t}. \]  

In the longer run there are potential feedbacks from the behavior of real output growth and the growth rate of real balances onto the interbank rate objective of the Bank of Japan. We allow for this by specifying:
\[ \Delta a_t = a_{11}(B)\Delta R_t + [a_{120}+a_{12}(B)]\Delta y_t + [a_{130}+a_{13}(B)]\Delta \ln(M/P)_t + \epsilon_{2t} \]  

(6)

where

\[ a_{11}(B) = a_{111}B + a_{112}B^2 + \ldots \]

\[ a_{12}(B) = a_{121}B + a_{122}B^2 + \ldots \]

and

\[ a_{13}(B) = a_{131}B + a_{132}B^2 + \ldots \]

are polynomials in the lag operator \( B \). The important identifying restriction for the long-run demand function for real balances is that changes in nominal interest rates are independent of levels of real output and real balances in the long run (equilibrium). This restriction appears in the constraint of (6) to a first difference specification. In the long run the level of nominal interest rates is assumed to reflect both the real rate of interest in the economy and inflationary expectations. The latter may be closely related to the growth rate of the nominal money stock, but is consistent with any level of real balances or real income.

The particular specification of (6) models changes in the official discount rate as an intervention term in the interbank rate equation. The specification also allows for contemporaneous and lagged feedback from changes in real income and real balances onto changes in interbank interest rates reflecting the Bank of Japan’s operating procedures through adjustment of “stringent” or “relaxed” conditions in the markets on a day-to-day basis, independent of changes in the official discount rate. Thus the specification of (6) is not sufficiently restrictive to identify the short-run demand function for real balances. (This is discussed in more detail below). Furthermore, this specification does not impose unidirectional “Granger Causality” on interest rates, real income or real money balances.

Finally, the error term in the interest rate specification \( \mu_{1t} = (\epsilon_{1t} + \epsilon_{2t}) \), is assumed to be stationary (1(0)).

IV. Model Specification, Identification, Estimation and Testing

A. Complete model specification

Equations (2) and (6) specify the demand for and supply of transactions balances in Japan. A complete model requires the specification of the determination of real output. Economic theory suggests that in the long run (equilibrium) real output reflects the productive capacity of the economy which is determined by the real resources that are available to the economy and the available technology to utilize these resources, and should be independent of the price level, the inflation rate, nominal interest rates and real transactions balances. We wish to allow for transactions, adjustment or information costs that produce less than complete nominal wage and price adjustment in the short run. Thus interest rates and/or real balances can affect the short run path of real output. Finally, we
incorporate the failure to reject the unit root hypothesis for real GNP (Table 2) by specifying the real output equation in first difference (growth rate) terms:

\[ \Delta y_t = -a_{210} \Delta R_t - a_{21} (B) \Delta R_t + a_{22} (B) \Delta y_t + a_{230} \Delta \ln (M/P)_t + a_{23} (B) \Delta \ln (M/P)_t + \mu_{2t}. \]  

The error term, \( \mu_{2t} \), is assumed to be stationary (I(0)). Equations (2), (7) and (6) can be written as a complete model of interest rates, real output and real balances as:

\[
\begin{bmatrix}
1.0 & -a_{120} & -a_{130} \\
-a_{210} & 1.0 & -a_{230} \\
c_{10} & -c_{20} & 1.0
\end{bmatrix}
\begin{bmatrix}
\Delta R_t \\
\Delta y_t \\
\Delta \ln (M/P)_t
\end{bmatrix}
= \begin{bmatrix}
\beta \\
0 \\
0
\end{bmatrix}
\Delta R_t^{\text{dis}}
+ \begin{bmatrix}
a_{11} (B) & a_{12} (B) & a_{13} (B) \\
-a_{21} (B) & a_{22} (B) & a_{23} (B) \\
-a_{31} (B) & a_{32} (B) & a_{33} (B)
\end{bmatrix}
\begin{bmatrix}
\Delta R_t \\
\Delta y_t \\
\Delta \ln (M/P)_t
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
-c_{1} (1) & c_{2} (1) & c_{3} (1)
\end{bmatrix}
\begin{bmatrix}
R_{t-n-1} \\
y_{t-n-1} \\
\ln (M/P)_{t-n-1}
\end{bmatrix}
+ \begin{bmatrix}
\mu_{2t} \\
\mu_{2t} \\
\mu_{3t}
\end{bmatrix}
\]  

Let \( A^* = [a^*_{ij}] = \begin{bmatrix} 1.0 & -a_{120} & -a_{130} \\ a_{210} & 1.0 & -a_{230} \\ c_{10} & -c_{20} & 1.0 \end{bmatrix}^{-1} \)

Then the reduced form model of (8) is

\[
\begin{bmatrix}
\Delta R_t \\
\Delta y_t \\
\Delta \ln (M/P)_t
\end{bmatrix}
= A^* \begin{bmatrix}
\beta \\
0 \\
0
\end{bmatrix}
\Delta R_t^{\text{dis}}
+ A^* \begin{bmatrix}
a_{11} (B) & a_{12} (B) & a_{13} (B) \\
-a_{21} (B) & a_{22} (B) & a_{23} (B) \\
-a_{31} (B) & a_{32} (B) & a_{33} (B)
\end{bmatrix}
\begin{bmatrix}
\Delta R_t \\
\Delta y_t \\
\Delta \ln (M/P)_t
\end{bmatrix}
+ \begin{bmatrix}
-a^*_{13} c_1 (1) & a^*_{13} c_2 (1) & a^*_{13} [c_3 (1) - 1] \\
-a^*_{23} c_1 (1) & a^*_{23} c_2 (1) & a^*_{23} [c_3 (1) - 1] \\
-a^*_{33} c_1 (1) & a^*_{33} c_2 (1) & a^*_{33} [c_3 (1) - 1]
\end{bmatrix}
\begin{bmatrix}
R_{t-n-1} \\
y_{t-n-1} \\
\ln (M/P)_{t-n-1}
\end{bmatrix}
+ A^* \begin{bmatrix}
\mu_{1t} \\
\mu_{2t} \\
\mu_{3t}
\end{bmatrix}
\]  

In particular note that under the restrictions that are imposed on the structure of the model the reduced form coefficient matrix of the lagged levels terms has rank=1 and can be written as:

\[
\begin{bmatrix}
a^*_{13} \\
a^*_{23} \\
a^*_{33}
\end{bmatrix}
\begin{bmatrix}
-c_1 (1) & c_2 (1) & [c_3 (1) - 1]
\end{bmatrix}
\]  

Alternatively, the second vector in this product can be scaled so that the element corresponding to lagged real balances is -1.0 and the reduced form coefficient matrix can
be expressed equivalently as:

\[
\begin{bmatrix}
  a_{13}^*[1-c_3(1)] \\
  a_{23}^*[1-c_3(1)] \\
  a_{33}^*[1-c_3(1)] \\
\end{bmatrix}
\begin{bmatrix}
  -c_1(1) & c_2(1) & -1.0 \\
  1-c_3(1) & 1-c_3(1) & -1.0 \\
\end{bmatrix}
\]

(11)

When this normalization is applied, the first two elements of the row vector are the long-run interest rate and real income elasticities of the demand for real balances respectively. Hence the restrictions that are outlined above on the long-run structure of the model are sufficient to identify the long-run demand function for real balances.

It is important to note that the restricted model does not identify the short-run demand for money function. This requires identification of all the \( a_{ij}^*, i,j=1,\ldots,3 \) elements of the inverse matrix \( A^* \). From the reduced form (9) it is possible to determine the relative magnitudes of the elements in the first and third columns of \( A^* \), but full identification of this matrix requires five additional restrictions.\(^6\)

The additional assumption of no contemporaneous feedback from \( \ln (M/P) \) to \( R \), and \( y \), is not sufficient to identify the short-run money demand function. Under these restrictions the contemporaneous interactions are represented by the matrix:

\[
\begin{bmatrix}
  1.0 & -a_{120} & 0 \\
  a_{210} & 1.0 & 0 \\
  c_{10} & -c_{20} & 1.0 \\
\end{bmatrix}
\]

(12)

The inverse of this matrix is of the form:

\[
\begin{bmatrix}
  a_{11}^* & a_{12}^* & 0 \\
  a_{21}^* & a_{22}^* & 0 \\
  a_{31}^* & a_{32}^* & a_{33}^* \\
\end{bmatrix}
\]

(13)

and the reduced form coefficient matrix of the lagged levels variables is still of rank=1 and can be written as:

\[
\begin{bmatrix}
  0 & 0 \\
  0 & a_{33}^*[1-c_3(1)] \\
\end{bmatrix}
\begin{bmatrix}
  -c_1(1) & c_2(1) & -1.0 \\
  1-c_3(1) & 1-c_3(1) & -1.0 \\
\end{bmatrix}
\]

(14)

Thus the restrictions on contemporaneous feedbacks provide no additional identifying information with respect to the short-run money demand function.\(^7\)

\(^6\)The reduced form coefficients of the \( \Delta R^{d*} \), are \( \beta a_{ij}^* \), while the reduced form coefficients of the lagged levels terms (under the restriction that this matrix is of rank=1) give \( [1-c_3(1)]a_{ij}^* \) as noted above. From these six reduced form coefficients four ratios of the elements \( a_{ij}^* \) are determined, leaving five underidentified \( a_{ij}^* \) coefficients.

\(^7\)Restrictions on the covariance structure of the model are a potential source of information with which to achieve identification of the short-term structure (Bernanke, 1986).
The reduced form equations of this model specify a multivariate error correction model (Granger, 1986; Engle and Granger, 1987). The model implies several hypotheses that can be tested within the error correction framework. First, and most important, is a rank restriction on the coefficient matrix of the error correction terms (lagged levels variables). The rank of this matrix must be greater than zero if a long-run relationship exists between the levels of real balances, real income and interest rates given the nonstationarity of the data series. Second, the rank of this matrix must be one to identify the long-run income and interest elasticities of the model. Third, if there is no contemporaneous feedback from changes in real balances to changes in real income and interest rates, then all elements in the matrix of coefficients of the lagged levels variables corresponding to the real income and interest rate variables must not be significantly different from zero (equation (14)).

B. Estimation and testing

Recently Johansen (1988, 1989a, 1989b) and Johansen and Juselius (1988, 1989) have examined the problem of maximum likelihood estimation of error correction models such as (9). Johansen has developed likelihood ratio tests for the rank of the coefficient matrix on the lagged levels variables (the $\pi$ matrix in his notation). In addition he has developed likelihood ratio tests for linear restrictions on the elements of the matrices $\alpha$ and $\beta$ defined as $\pi=\alpha\beta'$, when $0<$rank$(\pi)<$full rank. Additionally he has developed Wald tests for linear restrictions on the elements of $\beta$ subject to a normalization such as that in (11). These procedures have been applied to the analysis of money demand in Denmark and Finland by Johansen and Juselius (1988, 1989) and in the United States by Hoffman and Rasche (1989a, 1989b). The techniques, which are described in detail in those studies, are used for the analysis of post-war Japanese data in this study.

V. Empirical Analysis

A. Estimates of the basic model

The initial estimation was performed over a sample period from 1955:2 through 1979:4. This sample was chosen to provide the maximum number of observations but to avoid using data from the period in which Japanese financial markets were undergoing substantial and rapid changes. The results of this estimation are presented in Table 4. Here there is strong evidence in support of the hypothesis that the data series for real M1, real GNP, and the call rate are cointegrated, since the trace test strongly rejects the hypothesis that the rank of $\pi$ is zero. The trace test also fails to reject the hypothesis that the rank of $\pi$ is $\leq 2$, and therefore is consistent with the assumption that the data series are nonstationary. The results of both the trace and maximum eigenvalue tests are consistent with the hypothesis of a single cointegration vector among the three variables that is developed above. Finally, the signs of the individual elements of the cointegration vector
Table 4. Tests for Cointegration Real M1, Real GNP, Call Rates
Constant Elasticity Specification

Sample Period 1955:2 – 79:4
(k = 2, T = 97)

<table>
<thead>
<tr>
<th>Unconstrained Johansen Test Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
</tr>
<tr>
<td>Trace Test:</td>
</tr>
<tr>
<td>35.97</td>
</tr>
<tr>
<td>Maximum Eigenvalue Test:</td>
</tr>
<tr>
<td>19.07</td>
</tr>
<tr>
<td>Estimated Eigenvalues</td>
</tr>
<tr>
<td>.1785</td>
</tr>
<tr>
<td>Estimated Cointegration Vector</td>
</tr>
<tr>
<td>14.86</td>
</tr>
<tr>
<td>Estimated Standard Errors (LR)</td>
</tr>
<tr>
<td>(8.53)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Income Elasticity Constrained to 1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated Eigenvalues</td>
</tr>
<tr>
<td>.1674</td>
</tr>
<tr>
<td>$X^2_{(1)}$ Test Statistic For Constraint = 1.30</td>
</tr>
<tr>
<td>$M/P$</td>
</tr>
<tr>
<td>6.65</td>
</tr>
<tr>
<td>Estimated Cointegration Vector</td>
</tr>
<tr>
<td>(2.73)</td>
</tr>
<tr>
<td>Estimated Standard Errors (LR)</td>
</tr>
<tr>
<td>.57</td>
</tr>
<tr>
<td>Estimated Interest Elasticity of Velocity</td>
</tr>
<tr>
<td>( .16)</td>
</tr>
</tbody>
</table>

are consistent with a positive equilibrium real income elasticity and negative equilibrium interest elasticity of the demand for real balances.

It should be noted that the precision with which the elements of the cointegration vector are estimated is low. This can be seen from the individual estimated asymptotic standard errors of these elements.\(^8\) This lack of precision appears to be attributable to multicollinearity between real balances and real income. Since the unrestricted implied income elasticity is 1.14, the restriction of a unitary equilibrium income elasticity (a long-run velocity function) is also tested by the likelihood ratio test. The computed $X^2$ value of 1.3 (with one degree of freedom) fails to reject this restriction. Under the unitary equilibrium income elasticity restriction, the precision of the individual elements of the

\(^8\)These asymptotic standard errors are constructed from likelihood ratio tests of the restriction of each of the individual elements of the cointegration vector to zero. Johansen (1988, 1989) shows that such likelihood ratio statistics are asymptotically distributed as $X^2$ with one degree of freedom. Hence the square root of the computed likelihood ratio is asymptotically normal and provides an estimate of the desired asymptotic standard error.
cointegration vector improves considerably. The resulting estimate of the equilibrium interest elasticity of velocity of .57 is significantly greater than zero and significantly less than 1.0.

The autoregressive part of the error correction model is truncated at $t-1$ ($k=2$ in Johansen's notation) because there is no evidence of autocorrelation in the residuals of either the real balances equation or the real income equation, and only small autocorrelations in the residuals of the interest rate equation.

The results reported in Table 4 are unaffected by extending the sample period through 1981. The detailed results are reported in Table 5 for this extended sample period. The trace test rejects the hypothesis of no cointegration at the 0.025 level, but fails to reject the hypothesis of one or fewer cointegration vectors at the 0.10 level. The maximum eigenvalue test rejects the hypothesis of no cointegration at the 0.05 level. However the estimates of the individual elements of the unrestricted cointegration vector again are very imprecise. The implied (unrestricted) point estimate of the real income elasticity of 0.99 which is not significantly different from 1.0. As with the shorter sample period, the restriction of the equilibrium real income elasticity to unity improves the precision of the estimated elements of the cointegration vector substantially, and the resulting implied equilibrium interest elasticity of velocity of 0.60 is significantly greater than zero and significantly less than 1.0.

The full set of estimates of the parameters of the restricted error correction model are also shown in Table 5. The estimated parameters are for equations (9) and (11), so $\alpha$ is shown corresponding to the normalization of $\hat{\beta}_2$ to $-1.0$. The $\Lambda$ matrix measures the estimated variance-covariance matrix of the residuals of the error correction model ($\mu_1 \mu_2 \mu_3$).

The stability of these estimates is not maintained as the sample period is extended beyond the end of 1981. This can be seen in Figure 3 where the estimates of the unrestricted real income and interest elasticities are plotted for sample periods ending in 1982:1 through 1985:4. As additional observations are added after 1981, the estimated equilibrium income elasticity becomes progressively smaller and the estimated equilibrium interest elasticity becomes progressively larger in absolute value. When the sample is extended to 1986:1, the estimated equilibrium income elasticity actually becomes negative. When the sample is extended beyond 1986:1, the estimates of the income and interest elasticities fluctuate widely because the estimated coefficient of real balances in the cointegration vector is very close to zero. This is not the result of colinearity between real balances and real income. Constraining the income elasticity to unity does not produce stable estimates of the equilibrium interest elasticity as the sample period is extended through the 1980s. Some

---

9The extension of the sample period was actually performed by recursive regression, adding one observation at a time from 1980:1 through 1981:4. To save space only the results from the 1955:2-81:4 sample are reported here.
Table 5. Tests for Cointegration Real M1, Real GNP, Call Rates
Constant Elasticity Specification

Sample Period 1955:2 – 81:4
\( k = 2, T = 105 \)

<table>
<thead>
<tr>
<th></th>
<th>Unconstrained</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Johansen Test Statistics</td>
<td></td>
</tr>
<tr>
<td>( H_0 )</td>
<td>( r = 0 )</td>
<td>( r &lt; 1 )</td>
</tr>
<tr>
<td>Trace Test:</td>
<td>35.59</td>
<td>15.03</td>
</tr>
<tr>
<td>Maximum Eigenvalue Test:</td>
<td>20.87</td>
<td>12.57</td>
</tr>
<tr>
<td>Estimated Eigenvalues</td>
<td>.1778</td>
<td>.1128</td>
</tr>
<tr>
<td></td>
<td>( M/P )</td>
<td>( y )</td>
</tr>
<tr>
<td>Estimated Cointegration Vector</td>
<td>-6.23</td>
<td>6.17</td>
</tr>
<tr>
<td>Estimated Standard Errors (LR)</td>
<td>(5.93)</td>
<td>(6.95)</td>
</tr>
</tbody>
</table>

Consistent Elasticity Constrained to 1.0

|                       | Estimated Eigenvalues | .1778 | .0928 |
|\( \chi^2(1) \) Test Statistic For Constraint = .001 | \( M/P \)     | \( y \)                   | \( R \)       |
| Estimated Cointegration Vector | 6.50         | -6.50                     | 3.88          |
| Estimated Standard Errors (LR) | (2.62)     | (2.62)                    | (1.32)        |
| Estimated Interest Elasticity of Velocity | .60         |                           |               |
| Estimated Standard Error (Wald) | (.16)      |                           |               |

\[
\hat{\alpha} = \begin{bmatrix} -.2035 \\ -.0206 \\ -.0221 \end{bmatrix} \quad 10^3 \hat{\lambda} = \begin{bmatrix} 9.310 \\ -.008 \\ .035 \end{bmatrix} \quad \begin{bmatrix} 0.1214 & .2034 & .2034 \\ .0123 & .2006 & .2006 \\ .0132 & .0221 & .0221 \end{bmatrix} \quad \begin{bmatrix} \Delta R_t^{dis} & \Delta R_{t-1} & \Delta (M/P)_{t-1} \\ \Delta y_{t-1} \end{bmatrix}
\]

\[
\hat{\gamma} = \begin{bmatrix} \Delta R_t^{dis} & \Delta R_{t-1} & \Delta (M/P)_{t-1} & \Delta y_{t-1} \end{bmatrix}
\]

\[
\hat{\gamma} = \begin{bmatrix} .4431 & .5089 & .2015 & .1309 & -.6482 \\ .0602 & -.0100 & .0015 & -.0948 & .1588 \\ .0556 & -.0676 & -.0312 & .2258 & .3244 \end{bmatrix}
\]
kind of change has occurred in the relationship between real M1, real GNP, and short-term interest rates in Japan since 1981. The question is what kind of change has occurred and if the answer to this question can be found, what has caused the change?

Hoffman and Rasche (1989a) found that the addition of a dummy variable that allows a change in the constant term of a reduced form error correction model for real M1, real personal income, and short-term interest rates is sufficient to produce a stable equilibrium demand function for real balances in the United States during the post-war period. Subsequently they argue (Hoffman and Rasche, 1989b) that this change in the constant term is consistent with the hypothesis of a break in inflation expectations from a regime in which inflation was expected to accelerate to one in which inflation was expected to remain constant.

The same dummy variable to shift the constant term was added to the Japanese error correction model.\textsuperscript{10} The impact of the addition of this variable in stabilizing the estimated parameters of the error correction model for Japanese real M1 is remarkable. This can be seen in Figure 4 which plots the unrestricted estimates of the equilibrium real income and interest elasticities as the terminal data of the sample period is extended from 1982:1 through 1988:4. In sharp contrast to Figure 3, the estimates of the real income elasticity vary only from 0.98 to 1.01. the estimates of the equilibrium interest elasticity fluctuate over a wider range, from 0.49 to 0.71, but this is not particularly large relative to the estimated asymptotic standard error for this coefficient of 0.16 reported in Table 5 for the sample period ending in 1981:4.

The stability of the estimated values characterizes all of the parameters of the error correction model, once the D82 dummy variable is added to the specification. This can be

\textsuperscript{10}In particular the dummy variable, D82, is 0.0 for all quarters through 1981:4 and 1.0 for all subsequent quarters.
seen by comparing the results reported in Table 6 for the sample period ending in 1988:4 with those reported in Table 5. With the augmented specification, the data again support the hypothesis of a single cointegration vector among the three variables, and the hypothesis of unitary real income elasticity is not rejected (the unconstrained income elasticity is 1.003). Under the constraint on the real income elasticity, the point estimate of the equilibrium interest elasticity is 0.50 with an estimated standard error of 0.12. The estimated values of \( \hat{a} \), \( \hat{\beta} \), and \( \hat{\gamma} \), shown in Table 6 are virtually identical to the estimates from the shorter sample period in Table 5. In addition, it can be seen from a comparison of the estimates of \( \hat{A} \) in Tables 5 and 6 that the residual variances of interest rates, real GNP, and real M1 are of the same order of magnitude regardless of whether the data from the 80s are included in the sample.\(^{11}\)

The implications of this model are more readily understood if it is rewritten in alternative, but equivalent forms. Engle and Yoo (1987) show that an error correction model such as (9) has an equivalent representation as a standard VAR in the levels of the individual variables or a moving average (MA) representation in terms of the differences of the variables. The VAR representation is shown at the end of Table 6 based on the parameter estimates in that table. The model in this representation is probably the most useful for forecasting since standard computer programs for the analysis of VAR systems can be applied directly.

\(^{11}\)It does not appear necessary to increase the length of the lags in the system beyond \( k=2 \). For \( k=2 \) there is no evidence of autocorrelation in the residuals of real M1 or real GNP, though there is some evidence of autocorrelation remaining in the residuals of the call rate equation. As a check on the robustness of the specification, \( k \) was set at 4 and the estimation was repeated for the samples ending in 1981:4 and 1988:4. The resulting estimates of the interest elasticity of M1 velocity are 0.81 (0.25) and 0.67 (0.19) respectively. Increasing the lag length produced only minor reductions in the standard errors of the residuals.
Table 6. Tests for Cointegration Real M1, Real GNP, Call Rates
Constant Elasticity Specification

Sample Period 1955:2 – 88:4
(k = 2, T = 133)
With D82 Dummy Variable

<table>
<thead>
<tr>
<th></th>
<th>Unconstrained Johansen Test Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>H0 Trace Test:</td>
<td>r = 0</td>
</tr>
<tr>
<td></td>
<td>r ≤ 1</td>
</tr>
<tr>
<td></td>
<td>r ≤ 2</td>
</tr>
<tr>
<td></td>
<td>Est.</td>
</tr>
<tr>
<td></td>
<td>M/P</td>
</tr>
<tr>
<td>Estimated Cointegration Vector</td>
<td>-7.82</td>
</tr>
<tr>
<td>Estimated Standard Errors (LR)</td>
<td>(5.50)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Income Elasticity Constrained to 1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimation Values</td>
</tr>
<tr>
<td></td>
<td>.1710</td>
</tr>
<tr>
<td></td>
<td>.0766</td>
</tr>
<tr>
<td>X2(1) Test Statistic For Constraint = 1.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M/P</td>
</tr>
<tr>
<td></td>
<td>.1010</td>
</tr>
<tr>
<td></td>
<td>.1511</td>
</tr>
<tr>
<td></td>
<td>.1046</td>
</tr>
<tr>
<td></td>
<td>.0136</td>
</tr>
<tr>
<td></td>
<td>.2126</td>
</tr>
<tr>
<td>Estimated Cointegration Vector</td>
<td>7.69</td>
</tr>
<tr>
<td>Estimated Standard Errors (LR)</td>
<td>(2.49)</td>
</tr>
</tbody>
</table>

Estimated Interest Elasticity of Velocity .50
Estimated Standard Error (Wald) (.12)

\[
\hat{\alpha} = \begin{bmatrix} -.2037 \\ -.0245 \\ -.0265 \end{bmatrix}, \quad \hat{\lambda} = \begin{bmatrix} 9.651 \\ -.010 \\ -.046 \end{bmatrix}, \quad \hat{\Delta R} = \begin{bmatrix} .1025 \\ .0123 \\ .0133 \end{bmatrix}, \quad \hat{\Delta R}_{t-1} = \begin{bmatrix} .0238 \\ -.0444 \\ -.0265 \end{bmatrix}, \quad \hat{\Delta y}_{t-1} = \begin{bmatrix} .2037 \\ .0244 \\ .0265 \end{bmatrix}
\]

\[
\hat{\Delta R}^{\text{dis}} = \begin{bmatrix} .4057 \\ .0648 \\ .0697 \end{bmatrix}, \quad \hat{\Delta y}_{t-1} = \begin{bmatrix} .5126 \\ -.0146 \\ -.0865 \end{bmatrix}, \quad \hat{\Delta (M/P)}_{t-1} = \begin{bmatrix} .1339 \\ .0946 \\ -.6585 \end{bmatrix}
\]

\[
\hat{\Delta R}^{\text{dis}} = \begin{bmatrix} .0238 \\ -.0146 \\ -.0240 \end{bmatrix}, \quad \hat{\Delta y}_{t-1} = \begin{bmatrix} .5126 \\ -.0865 \\ -.2468 \end{bmatrix}, \quad \hat{\Delta (M/P)}_{t-1} = \begin{bmatrix} .1339 \\ .0946 \\ -.6585 \end{bmatrix}
\]
Table 6. (Continued)

\[
\begin{align*}
\begin{bmatrix}
R_t \\
y_t \\
(M/P)_t
\end{bmatrix}
&= 
\begin{bmatrix}
1.1339 & 0.946 & -0.6585 \\
-0.0112 & 0.8971 & 0.1298 \\
-0.0240 & 0.2468 & 1.2994 \\
\end{bmatrix}
\begin{bmatrix}
R_{t-1} \\
y_{t-1} \\
(M/P)_{t-1}
\end{bmatrix}

+ 
\begin{bmatrix}
-0.2364 & 0.1091 & 0.4548 \\
-0.0111 & 0.1273 & -0.1542 \\
0.0107 & -0.2203 & -0.3259 \\
\end{bmatrix}
\begin{bmatrix}
R_{t-1} \\
y_{t-2} \\
(M/P)_{t-2}
\end{bmatrix}

+ 
\begin{bmatrix}
0.4057 & -0.0238 & 0.5126 \\
0.0648 & -0.0098 & -0.0146 \\
0.0697 & -0.0086 & -0.0685 \\
\end{bmatrix}
\begin{bmatrix}
\text{const} \\
\text{D82} \\
\Delta R_t^{\text{dis}}
\end{bmatrix}

+ 
\begin{bmatrix}
\mu_{1t} \\
\mu_{2t} \\
\mu_{3t}
\end{bmatrix}
\end{align*}
\]

B. Semi-log specification

An alternative specification to the model discussed above is to use semi-logarithmic equations involving levels and first differences of short-term interest rates and first differences of the official Bank of Japan discount rate. This alternative is illustrated in Table 7 for the specification with the equilibrium real income elasticity constrained to one and for the sample periods ending in 1981:4 and 1988:4. The data do not distinguish between the logarithmic and semi-logarithmic alternative specifications. With the levels rather than the logs of interest rates, the D82 dummy variable again stabilizes all the parameter estimates as the sample is extended into the 1980s. Furthermore, the estimated values of the various parameters (except the coefficients of the interest rate levels) are almost identical to those in Tables 5 and 6. In particular, the standard errors of the residuals are no different between the two specifications in either sample period. With levels of interest rates and \(k=2\), there is no significant autocorrelation in the estimated residuals of any of the three equations.

C. "Real adjustment" vs. "nominal adjustment" models

The literature on single equation short-run money demand functions contains many examples of comparisons of "nominal adjustment" verses "real adjustment" models. Both models make identical assumptions about the specification of the equilibrium money demand function as a real balance equation:

\[
1\ln(M/P)_t^* = \alpha + \beta_1 \ln y_t - \beta_2 R_t
\]  

(15)

but assume different short-run adjustment mechanisms (Goldfeld, 1973). The difference in these models is the inclusion or exclusion of \(\Delta 1nP_t\) from the regression equation:

\[
1\ln(M/P)_t = a + b_1 y_t - b_2 R_t + b_3 1\ln(M/P)_{t-1} + b_4 \Delta 1nP_t.
\]  

(16)
Table 7. Estimated Cointegration Models  
Semi Logarithmic Specification  
Long-run Real Income Elasticity Restricted to 1.0

<table>
<thead>
<tr>
<th></th>
<th>M/P</th>
<th>Y/P</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Period 1955:2 – 81:4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(k = 2, T = 105)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimated Cointegration Vector</td>
<td>-6.18</td>
<td>-6.18</td>
<td>.48</td>
</tr>
<tr>
<td>Estimated Standard Errors (LR)</td>
<td>(2.07)</td>
<td>(2.07)</td>
<td>(.15)</td>
</tr>
<tr>
<td>Estimated Interest Semielasticity of Velocity</td>
<td>.078</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimated Standard Error (Wald)</td>
<td>(.022)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\alpha} = )</td>
<td>[ -1.6221 ]</td>
<td>[ 10^3 \ast \hat{\lambda} = ]</td>
<td>[ 750.1 - .694 - 1.083 ]</td>
</tr>
<tr>
<td></td>
<td>[-.0214 ]</td>
<td>[-.694 .178 .007 ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[-.0220 ]</td>
<td>[-1.083 - .007 .253 ]</td>
<td></td>
</tr>
<tr>
<td>( \hat{\pi} = )</td>
<td>[ .1271 - 1.6224 1.6224 ]</td>
<td>[ .0017 - .0214 .0214 ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[ .0017 - .0220 .0220 ]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\Gamma} = )</td>
<td>[ 2.5642 .6857 .1504 ]</td>
<td>[ 3.1938 - 6.5657 ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[ .0498 -.0037 .0005 ]</td>
<td>[ -.1138 .1522 ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[ .0439 -.0106 .0036 ]</td>
<td>[ .2088 .3087 ]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>M/P</th>
<th>Y/P</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Period 1955:2 – 88:4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(k = 2, T = 133)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimated Cointegration Vector</td>
<td>6.86</td>
<td>6.86</td>
<td>.53</td>
</tr>
<tr>
<td>Estimated Standard Errors (LR)</td>
<td>(2.17)</td>
<td>(2.17)</td>
<td>(.12)</td>
</tr>
<tr>
<td>Estimated Interest Semielasticity of Velocity</td>
<td>.077</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimated Standard Error (Wald)</td>
<td>(.019)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\alpha} = )</td>
<td>[ -1.6488 ]</td>
<td>[ 10^3 \ast \hat{\lambda} = ]</td>
<td>[ 665.8 -.171 - 1.219 ]</td>
</tr>
<tr>
<td></td>
<td>[-.0224 ]</td>
<td>[-.171 .150 -.009 ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[-.0237 ]</td>
<td>[-1.219 -.009 .216 ]</td>
<td></td>
</tr>
<tr>
<td>( \hat{\pi} = )</td>
<td>[ .1275 - 1.6489 1.6489 ]</td>
<td>[ .0017 -.0224 .0224 ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[ .0018 -.0237 .0237 ]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\Gamma} = )</td>
<td>[ 2.6099 -.2081 .6663 ]</td>
<td>[ .1310 2.3168 - 6.6110 ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[ .0516 -.0098 -.0034 ]</td>
<td>[ .0002 -.1171 .1310 ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[ .0463 -.0078 -.0109 ]</td>
<td>[ -.0033 .2332 .2934 ]</td>
<td></td>
</tr>
</tbody>
</table>
The "real adjustment" model restricts $b_4=0.0$; the "nominal adjustment" model restricts $b_4=-b_3$. The analogy in terms of a system of error correction equations such as (9) is a four variable system:

$$
\begin{bmatrix}
\Delta R_t \\
\Delta y_t \\
\Delta \ln(M/P)_t \\
\Delta \ln P_t \\
\end{bmatrix} = A_4^* \begin{bmatrix}
\beta \\
0 \\
0 \\
0 \\
\end{bmatrix} \Delta R_t + A_4^* \begin{bmatrix}
\Delta R_t \\
\Delta y_t \\
\Delta \ln(M/P)_t \\
\Delta \ln P_t \\
\end{bmatrix}
$$

$$
\begin{bmatrix}
a_{11}(B) & a_{12}(B) & a_{13}(B) & a_{14}(B) \\
a_{21}(B) & a_{22}(B) & a_{23}(B) & a_{24}(B) \\
a_{31}(B) & a_{32}(B) & a_{33}(B) & a_{34}(B) \\
a_{41}(B) & a_{42}(B) & a_{43}(B) & a_{44}(B) \\
\end{bmatrix} \begin{bmatrix}
\Delta R_t \\
\Delta y_t \\
\Delta \ln(M/P)_t \\
\Delta \ln P_t \\
\end{bmatrix}
$$

Equation (17) assumes that $\Delta \ln P_t$ is a stationary process, and that in equilibrium there is no trade-off between real output and the price level or nominal interest rates and the price level. These assumptions are necessary to identify the long-run equilibrium demand function for real balances (Hoffman and Rasche, 1990).

Equation (17) is the reduced form analogy to the single equation "nominal adjustment" model. In the short run in this system, real balances respond to inflation, interest rates and real income, but equilibrium real balances are determined only by real income and nominal interest rates. If the polynomials $a_{14}(B)$, $a_{24}(B)$ and $a_{34}(B)$ are restricted to zero, then the equation system decomposes into two separate subsystems, one for real balances, real income and interest rates that is independent of the inflation rate, and an equation for inflation that is affected by changes in all three of the other variables. In fact these restrictions impose unidirectional "Granger causality" from real balances, real income and interest rates to inflation. Under these restrictions, the first three equations in (17) are just the equation system of (9). In this system real balances respond only to real income and interest rates, both in the short run and the long run, so (9) is the error correction analogy to the single equation "real adjustment" model. It is easily seen that equation (9) is nested within the "nominal adjustment" system (17), though the restrictions to get (9) are complicated nonlinear functions of the parameters obtained from the Johansen estimation procedure.

Equation (17) was estimated for sample periods 1955:2-81:4 and 1955:2-88:4 without restrictions on the equilibrium real income elasticity.\footnote{The point estimates of the equilibrium real income elasticities are 1.10 and 1.08 respectively. In neither case are these estimates significantly different from one. The estimate long-run interest elasticities under the long-run velocity restriction are 0.52 and 0.46 respectively.} In this specification there is no evidence of autocorrelation in the estimated residuals of any of the four equations in either sample period with $k=2$. 

\[\]
Table 8. Goodness of Fit Statistics (R)  
Double Log Specifications

<table>
<thead>
<tr>
<th>Variable “Real Adjustment” Model (9)</th>
<th>“Nominal Adjustment” Model (17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \ln \left( \frac{M}{P} \right)_t )</td>
<td>( .43 )</td>
</tr>
<tr>
<td>( \Delta y_t )</td>
<td>( .17 )</td>
</tr>
<tr>
<td>( \Delta R_t )</td>
<td>( .33 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample Period 1955:2 – 88:4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \ln \left( \frac{M}{P} \right)_t )</td>
</tr>
<tr>
<td>( \Delta y_t )</td>
</tr>
<tr>
<td>( \Delta R_t )</td>
</tr>
</tbody>
</table>

Goodness-of-fit statistics for the estimated equations of (17) compared to the estimated equations of (9) are given in Table 8. The “nominal adjustment” model is only marginally better for changes in real balances in both sample periods, and both models are equally good (or bad) in terms of real GNP changes and interest rates. Thus it appears that the data do not reject the “real adjustment” model in favor of the “nominal adjustment” model.

D. Interpretation of the change in the VAR structure implied by the D82 dummy variable

The critical question that remains is what economic factors in the 1980s are responsible for the change in the error correction model between real M1, real GNP and the call rate that is described so satisfactorily by the D82 variable? An understanding of the role of the constant terms in the reduced-form error correction model is critical to this question. If \( r \) stable cointegration vectors exist among \( p \) nonstationary variables, and if the variables have nonzero deterministic trends, then only \( p-r \) or these trends can be independent. Let \( \mu_0 \) be the vector \( (p \times 1) \) of deterministic trends and \( \beta_0 \) be the \( (r \times 1) \) vector of means of the cointegration vectors.

When \( \beta \) is stable, estimates of these two vectors can be determined from the estimated parameters of the error correction model (Yoshida and Rasche, 1990). The presence of a dummy variable such as D82 in the error correction model, with coefficient vector \( \delta \), indicates a shift in the constant vector to \( \mu + \delta \). This reflects either a change in the deterministic trends of the variables, a change in the level (constants) of the cointegration vector, or both.

Hoffman and Rasche (1989b) conjecture that the presence of dummy variables in an error correction model for U.S. M1 represent changes in the interdependent deterministic trends of the nonstationary variables with no shift in the mean of the cointegration vector.
This also appears to be the situation for Japan. For the double log specification in Table 6, the estimated shift in the mean of the cointegration vector after 1981 is $-0.112$. For the semilog specification in Table 7, the estimated shift in the mean of the cointegration vector after 1981 is $-0.0105$.

The estimates of the reduced-form error correction model under the nonlinear restriction that there is no shift in the mean of the cointegration vector are reported in Table 9 for the constant elasticity specification and Table 10 for the semilog specification. In the former case the likelihood ratio test statistic for the restriction is 0.01 which is distributed as $\chi^2$ with 1 degree of freedom. The corresponding test statistic for the latter case is also 0.01. Thus, in both cases the hypothesis that the D82 dummy variable reflects a “shift in the drift” of real M1, real GNP and the call rate, \textit{without a shift in equilibrium real balances} is not rejected.

In the U.S. experience, a likely source of a shift in the drift of nominal interest rates is a revision of inflation expectation from a regime of accelerating expected inflation to one of stable (though nonzero) expected inflation. Hoffman and Rasche (1989b) show that survey data on inflation expectations in the U.S. are consistent with this hypothesis. Does this conclusion extend to Japan? The history of inflation in Japan is considerably different from that of the U.S. Unfortunately survey data that directly measure inflation expectations are not available for Japan. The best available data are the proportion of respondents who expect increases or decreases in purchase or selling prices found in the Bank of Japan \textit{Short-Term Survey of Economic Enterprises in Japan}. These data suggest that after 1980 a substantial proportion of respondents expected price stability or declining prices (but in the latter case the magnitude of the expected decline is not measured). After 1982 there are no observations where more than 11 percent of the respondents reported that they expected price increases in either purchase or selling prices. In contrast, in 1974-76 and 1979-80 substantial proportions of respondents reported expectations of price increases. However, during 1978 most respondents reported expectations of stable or falling prices. Therefore it does not appear possible to confirm or falsify the inflation expectations hypothesis from the available Japanese survey data.

A possible alternative explanation is the internationalization of Japanese financial markets after the change in the Foreign Exchange and Foreign Trade Control Act in 1980 (Suzuki, 1987, pp. 29-30). During earlier years, Japanese short-term interest rates had drifted lower as illustrated in Figure 2, while at the same time in the U.S. (and Western Europe) short rates generally drifted upward. With the internationalization of capital markets, a plausible hypothesis is that Japanese short-term rates are expected to be less independent of short-rates internationally. This is consistent with a change in the drift of Japanese short rates in the early 80s and a corresponding change in the drift of Japanese M1.

\footnote{Bank of Japan, Research and Statistics Department. The survey began in 1974.}
Table 9. Estimates for Constant Equilibrium Real Balance
Relation in the Presence of Changes in Drift
Constant Elasticity Specification

<table>
<thead>
<tr>
<th>Sample Period 1955:2 – 88:4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Estimated Cointegration Vector</strong></td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>7.118</td>
</tr>
<tr>
<td><strong>Estimated Interest Elasticity</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

\[
\hat{\alpha} = \begin{bmatrix} -.2036 \\ -.0246 \\ -.0267 \end{bmatrix}, \quad 10^3 \times \hat{\Delta} = \begin{bmatrix} 9.762 \\ .013 \\ .013 \\ .046 \\ .013 \\ .013 \end{bmatrix}, \quad \begin{bmatrix} -.046 \\ -.010 \\ .212 \end{bmatrix}
\]

\[
\hat{\delta} = \begin{bmatrix} .1017 \\ .0123 \\ .0133 \\ -.2036 \\ -.0246 \\ -.0267 \end{bmatrix}, \quad \begin{bmatrix} .2036 \\ .0246 \\ .0267 \end{bmatrix}
\]

\[
\hat{\beta} = \begin{bmatrix} .3895 \\ .0648 \\ .0616 \\ .0033 \\ .0098 \\ .0085 \end{bmatrix}, \quad \begin{bmatrix} .5478 \\ -.0145 \\ -.0684 \end{bmatrix}, \quad \begin{bmatrix} .1282 \\ -.0012 \\ -.0241 \end{bmatrix}, \quad \begin{bmatrix} .2822 \\ -.1033 \\ .2465 \end{bmatrix}, \quad \begin{bmatrix} -.5795 \\ .1294 \\ .2992 \end{bmatrix}
\]

Table 10. Estimates for Constant Equilibrium Real Balance
Relation in the Presence of Changes in Drift
Semi-Log Specification

<table>
<thead>
<tr>
<th>Sample Period 1955:2 – 88:4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Estimated Cointegration Vector</strong></td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>6.892</td>
</tr>
<tr>
<td><strong>Estimated Interest Elasticity</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

\[
\hat{\alpha} = \begin{bmatrix} -1.6500 \\ -.0225 \\ -.0239 \end{bmatrix}, \quad 10^3 \times \hat{\Delta} = \begin{bmatrix} 672.5 \\ -.171 \\ -.171 \\ 1.218 \\ -.171 \\ .150 \end{bmatrix}, \quad \begin{bmatrix} -.09 \\ .216 \end{bmatrix}
\]

\[
\hat{\delta} = \begin{bmatrix} .1268 \\ .0017 \\ .0018 \end{bmatrix}, \quad \begin{bmatrix} -1.6500 \\ -.0225 \\ -.0239 \end{bmatrix}
\]

\[
\hat{\beta} = \begin{bmatrix} 2.5023 \\ .0518 \\ .0468 \end{bmatrix}, \quad \begin{bmatrix} -.0010 \\ -.0098 \\ -.0078 \end{bmatrix}, \quad \begin{bmatrix} .6988 \\ -.0034 \\ -.0108 \end{bmatrix}, \quad \begin{bmatrix} .1285 \\ .0002 \\ -.0033 \end{bmatrix}, \quad \begin{bmatrix} 3.7480 \\ -.1175 \\ .2329 \end{bmatrix}, \quad \begin{bmatrix} -5.9948 \\ .1307 \\ .2931 \end{bmatrix}
\]
velocity through its common deterministic trend with short-term nominal rates. This conjecture warrants further investigation, but is beyond the scope of the present analysis.

VI. Conclusions

This study has examined the stability of the equilibrium demand for real transactions balances in Japan since 1955. Once allowance is made for a change in the deterministic trends in the nonstationary variables: real M1, real GNP and the nominal call rate, it is found that estimates of equilibrium real income elasticities and interest elasticities are robust during the period of rapid financial market change in Japan. The change in the deterministic trends in these variables is not unique to Japan, but is very similar to the experience in the U.S. even though the simple trends in the data are quite dissimilar between the two countries prior to 1980. For Japan the equilibrium real income elasticity of real M1 is not significantly different from one, and the equilibrium interest elasticity is on the order of $-0.5$ to $-0.6$.

Alternative models that allow for variable interest elasticities (semilog specifications) and short-run "nominal adjustment" rather than "real adjustment" mechanisms are also examined. Neither of the alternative models is more consistent with the data than a basic constant interest elasticity, "real adjustment" model.
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