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Abstract

This paper examines the effectiveness of forecasting methods using multiple
information variables in forecasting the rate of changes in CPl and real GDP in
Japan, and aso investigates the background of forecast performance improvement
and its limitations. We first examine the performance of forecasts that use
individual information variables as well as forecasts that use multiple information
variables. The results show that no single variable improves forecastsin all periods
for either CPI or GDP, but combining the information from individual forecasts can
lead to a stable forecast performance. Next, in order to explore the backdrop to
these improvements in forecast performance, we decompose and anayze the
forecast error of forecast combinations using a simple mean. We then discover that
the irregular movements of forecast errors generally cancel each other out, which in
turn leads to areduction in errors. At the same time, the effect of reducing forecast
errors rapidly diminishes with the addition of variables, and we verify that forecast
performance stops improving after two to four variables are added. For this reason,
it is necessary to consider both the performance of origina forecast series that
comprise the combination, and the combination of variables that best reduces the
correlation among forecast error series in order to obtain the optimal combination
of series.
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I. Introduction

In recent years, both inside and outside of Japan, much attention has been given to
multivariate forecasting methods for inflation and the growth rate of output. In this
paper, we first evaluate the effectiveness of these methods in Japanese data, and then
attempt to highlight mechanisms that improve forecasting performance and also
consider the limitations of these mechanismes.

In formulating monetary policy, it is crucialy important to grasp the current state
of the economy and provide an economic outlook. For this purpose, it is necessary to
forecast inflation and output growth rates for a certain period ahead, for example, six
months, one year and two years. Thus, there has been a variety of research conducted
on such economic forecasting.!

One typica method of forecasting is to use an individua indicator as an
information variable based on economic theory.2 For example, real economic variables
such as the unemployment rate are likely to contain some information on future
inflation, as the Phillips Curve can be derived under assumptions such as rigid nominal
prices. Another example is that asset prices such as share prices can be considered to
contain some information on the future course of the economy, because an asset price is
theoretically equal to the present discounted value of future income generated by that
asset.3 For this reason, there has been much research conducted from the viewpoint of
whether useful information for forecasting can be extracted from each individual
variable such as money balance, long-term interest rates, share prices, commodity prices
and the unemployment rate.*

1 This paper focuses on forecasting of future inflation rates and real GDP growth rates (i.e. pinpoint
forecasting). On the other hand, forecasting of “turning points’ in price movements or the economy is
also an important theme in economic forecasting. Recent examples of research that emphasizes
forecasting of turning points include Honda and Matsuoka [2001] and Kasuya and Shinki [2001].

2 In this paper, the term “information variable” is defined as “a financial or economic indicator with
correlation to and precedence over the final target.” See Kato [1991] for this definition.

3 Okina and Shiratsuka [2002] discuss this point in relation with the monetary policy management based
upon the experiences of the bubble period in the eighties.

4 Other than those mentioned here, variables that have been investigated for their predictive content for
inflation and real output include yield spread (i.e. the difference between long and short term interest
rates), default spread (i.e. the difference between CP and government bond rates), and the exchange rate.
Stock and Watson [2001] survey this large literature on various variables including these. As for recent
research in Japan focusing on individual variables, Hirata and Ueda [1998] examine the predictive content
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However, as a comprehensive survey undertaken by Stock and Watson [2001]
shows, a variable with satisfactory effectiveness in forecasting across periods and
countries is yet to be found. More specificaly, there are virtually no cases in which the
theoretical relationship between variablesis sufficiently stable in forecasting.®

Based on these results, in recent years there have been many attempts to obtain
more accurate forecasts by integrating information from a variety of variables, without
relying on a particular information variable that, in theory, appears to contain useful
information.

Among the many kinds of multivariate forecasting methods, two basic approaches
have gained attention in recent years. The difference between the two lies in whether
combining information first and then forecasting, or reverse order. The former is an
“index approach,” where a small number of indices are first constructed from many
information variables, and the resulting indices are used for forecasting. The latter is a
“forecast combination approach,” where some forecasts are made using individual
variables separately at first, and then these forecasts are combined by some means to
create afinal forecast.

Stock and Watson [1998] adopt the index approach, and they estimate a dynamic
factor model for 170 time series data in the United States.” They confirm that the
forecast performance of the models to forecast inflation and real industrial production
was better than the forecast performance of the AR (autoregressive) model or other

of yield spread for the economic activity, and both Mio [2000] and Fukuda and Keida [2001] investigate
the forecast performance of the Phillips curve for inflation.

5 These results are obtained through more direct empirical analyses in Stock and Watson [1996],
Cecchetti, Chu and Steindel [2000], and Stock and Watson [2001].

6 In addition to these, there are approaches where macroeconometric models are used, or many
explanatory variables are included directly in forecast models such as vector autoregression (VAR) or
state space models. Some examples of recent studies undertaken in Japan that use these approaches
include Ban and Saito [2001] for the former and Kitagawa and Kawasaki [2001] for the latter. Also, the
successive approximation method, which is widely used in practical economic forecasting, can be seen as
an approach that includes as much information as possible into forecasts. Under the successive
approximation method, a forecaster responsible for each aspect of the economy such as production or
consumption establishes an outlook for that aspect, and each outlook is repeatedly adjusted to be
consistent with the whole. This method could be considered to be the antithesis of statistical methods.

7 The dynamic factor model assumes that common factors exist behind multiple individual seriesand it is
these factors that dynamically affect individual series. See Stock and Watson [1998] for details.
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models using individual variables such as the unemployment rate. Similar studies using
the index approach are Marcellino et al. [2000] and Forni et al. [2002] for Europe, and
Artis et al. [2002] for the United Kingdom. All of these reported high forecast
performance for the dynamic factor model.

On the other hand, an example of research that adopts the forecast combination
approach is Stock and Watson [2001].8 They first construct forecasts for production
growth and inflation using 38 economic indicators as individual information variables
for seven OECD countries. They then make combination forecasts by taking the
median, mean, and trimmed mean of different individual forecasts, and finally evauate
the forecast performance. As aresult, they report that the combination forecasts aways
outperformed forecasts using individua variables, even if the performance of individual
forecasts to be combined are unstable.®

Stock and Watson [1999] examine both of these approaches. In their paper, they
adopt principal component analysist? as the method of constructing “indexes’ for the
index approach. The approach taken for forecast combination uses the simple mean, the
median and weighted averages whose weights are calculated based on ridge
regression.1 According to their results, both of these approaches outperform forecast
models using individual variables, and in particular the forecast performance using the
first principal component extracted by principa component analysis is shown to be
superior.

While al of the preceding studies listed above provide evidence supporting the

8 In the field of forecating theory, this approach has been examined for long time. One of the earliest
seminal papersis Bates and Granger [1969].

9 Another recent example of studies that adopts the approach of combining forecast is Marcellino [2002].
Also, in Japan, Oyama [2001] calculates a total of five real GDP forecast series, one of which is
forecasted using the accumulation format, and the other of which were forecasted using each of four
series such as the index of total industry activity as a information variable individually. A forecast
combination series was created based on these five series and it was reported to show high forecast
performance.

10 stock and Watson [1998] show that when there are a large number of variables, under certain technical
assumptions the principal component extracted in principal component analysis is a consistent estimator
for the factor in the dynamic factor model. This is the backdrop to the fact that they used principal
component analysisin Stock and Watson [1999]. The adoption of principal component analysisin section
3 of this paper is aso based on this fact.

11 See section 3 for aforecasting method using ridge regression.
3



effectiveness of the index or the combination approach, there are still important issues
that remain unresolved: Why do these forecasting methods work better? How many
variables should we use in these two methods? In fact, forecasting performance does not
simply improve as the number of variables included increases; it has been found that
results can actually deteriorate if the number of variables is too large (see Stock and
Watson [2001]).12 It is therefore necessary to show both the mechanism that improves
forecasting performance in these methods and its limitations, and to investigate the
optimal number of variablesto be included.

In this paper we evaluate the effectiveness of these multivariate forecasting
methods using Japanese data, based on the framework presented in Stock and Watson
[1999], and examine both the mechanism of performance enhancement and the
limitation of that mechanism. Our results confirm that these forecasting methods are
also effective for Japanese data. We also discover that the improvement and
stabilization of performance are primarily created by a canceling out of the irregular
movements of forecast errors. At the same time, forecast performance stops improving
after the inclusion of two to four variables due to the addition of poorly performing
forecast series, because the effect of reducing forecast errors rapidly decreases with the
addition of variables.

The remainder of this paper is organized as follows. In section 2, we construct
bivariate forecasts for the rate of change in Japan's CPl and real GDP, by using a
variety of financial and economic indicators as information variables within the
framework of Stock and Watson [2001]. We then review the performance of these
bivariate forecasts compared with the forecasting performance based on AR model. In
section 3, we create multivariate forecasts and observe their performance. Section 4
considers the mechanisms involved in forecast performance improvements and their
limitations. Section 5 concludes the paper.

Il. Bivariate Forecasting and Its Results
As a preparation for examining the performance improvement mechanism of combined

forecasts and its limitations, we first construct bivariate forecasts using various

12 According to Watson [2000], the marginal improvement in forecast performance achieved by the
addition of information variables in terms of the coefficient of determination rapidly decreases with the
increase of the total number of information variables.
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individual information variables based on the framework of Stock and Watson [2001].
Specifically, we construct half ayear (two-quarter), one year (four-quarter) and two year
(eight-quarter) ahead forecasts for the rate of changesin CPI and real GDP.

A. Forecasting Model
The model here predicts the change in the variable being forecast () up to h periods in

the future, using the current and past information of both the variable being forecast and
an information variable (X), or the current and lagged value of these two variable at the
time of the forecast.13
Yoo =@+ BL)Y, +y(L)X, + &, 1

wherey, = In(Y,) —In(Y,,) isthe logarithmic first difference of Y,, i.e. the rate of changes
in CPI or real GDP from a quarter earlier; y,, = In(Y,,,) — In(Y) is the rate of changesin
CPI or real GDP from h-quarter earlier; X, is a candidate leading indicator; a is a
constant; and B(L) and /(L) are the lag polynomiasfor y, and X, .

The performance of the bivariate forecast model is evaluated using a comparison
with an AR forecast imposing the restriction of y(L)=0 in equation (1). That is, the
bivariate model above produces an out-of-sample forecast and its mean squared forecast
error (MSFE), as does the AR model. Then we compare forecast performance using the
relative mean squared forecast error (MSFE | aiae forecast ! MSFE AR forecas): Where the
MSFE of the bivariate model is standardized by the MSFE of the corresponding AR
model .14 Therefore, the forecast performance of the AR model can be improved by
adding information variables if the relative MSFE is below 1, meaning an increase in

performance.

13 For equation (1), we select an order of lag by Akaike’s information criterion (AIC) in performing a
rolling estimation with the sample being the past 40 quarters. Stock and Watson [2001] fix the starting
point of the sample and conduct recursive estimation that uses all subsequent data, but we suspect that
this recursive estimation is more subject to the effects of changes in economic structure and in the
information contained by variables, as the sample length increases. In fact, when we performed recursive
estimation on the AR model used as a benchmark below, the forecast performance generally worsened
from that of rolling estimation. We adopt AIC rather than Bayesian information criterion (BIC) for a
similar reason: when BIC was used to select the order of lag, the forecast performance of the AR model
generally worsened when compared to Al C.

14 Similar to Stock and Watson [2001], we employ the AR model as a benchmark. However, the
limitations of AR models that rely on only information from past explained variables must be noted.
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It should be noted that the addition of information variables does not necessarily
improve the out-of-sample forecast performance of a forecast model, while it does
improve the in-sample forecast performance.’>

B. Data

56 quarterly variables starting in 1970-73 and ending in the first half of 2001 were used
as information variable candidates (Chart 1).16 We classified these variables into four
groups. These are variables regarding real economic activities (index of industrial
production, unemployment, TANKAN D.I., etc), price/lwage/market related variables
(wholesale prices, CRB index, etc.), money related variables (monetary base, M2+CDs,
etc) and asset price variables (foreign exchange, interest rates, share prices, land prices,
etc).

Most of these data series are then transformed as follows. First, for series that
showed significant seasona variation, we use seasonally adjusted series where data is
officially available, and we create a seasonally adjusted series using X12-ARIMA where
it is not.17 Second, when converting monthly data and daily data to quarterly data, we
use the end-of-quarter value or the average for the quarter according to the
characteristics of each variable. (However we use both the end-of-quarter value and the
average for some series, where it cannot be determined which conversion is better.)
Third, in some cases, we used not only the original series but also series transformed by

15 When the sample period used for estimation in a forecast model is from period O to period T, “in-
sample forecast” indicates the forecast values between period O and period T. In contrast, the “out-of-
sample forecast,” dealt with in this paper, refers to the forecast values for T+1 and later. Out-of-sample
forecast is aforecast calculated with only the information available at the time of the forecast, and is more
appropriate for the evaluation of the relative merits of forecast models. It should be also noted that
although all of the data used in this paper are final revisions, this kind of datais usually unavailable at the
time of forecast. For this reason, a precise description of the out-of-sample forecasting in this paper
should be “simulated out-of-sample forecasting” .

16 We use final revisions of data in the following analysis. Bernanke and Boivin [2001] apply the method
in Stock and Watson [2001] both to real-time data and to data sets consisting of only final revisions,
showing that there was no significant difference in the forecast performance of the two.

17 For variables that are directly affected by consumption tax (nominal/real GDP, GDP deflator, CPI, new
car registrations, sales of large-scale retail stores, sales of department stores), the effect of consumption
tax was removed using the X12-ARIMA seasonal adjustment option. On the other hand, not only the
effect of consumption tax but summer power prices is excluded from domestic wholesale prices.
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logarithm, logarithmic difference or HPfilter (1=1,600).
As aresult of these transformations, 148 series are used for forecasting the CPI
rate of change and 147 for forecasting the real GDP rate of change (Chart 2).

C. Forecast Results

In this section, we examine the forecast performance of the bivariate model presented in
the subsection 11-A in relation to the benchmark AR model for the rate of change in CPI
and real GDP. Here we divide the entire sample period from the first quarter of 1983 to
the second quarter of 1999, where out-of-sample forecasting and its evaluation are
feasible, into four sub-sample periods. the pre-bubble period (1983-86), the bubble
formation period (1987-90), the bubble collapse period (1991-94) and the post-bubble
period (1995-99/2Q). We then observe the differences between the forecast
performance in these four periods.

1. CPI forecast

First, we plot the relative MSFE of the bivariate model in two subsequent samples into
scatter graphs by forecast horizon, in order to compare the performance of CPI inflation
forecast by sample period and by forecast horizon (Chart 3). The chart shows that the
right column of panels has the highest density in the third quadrant, suggesting that the
number of series with improved performance increased in the bubble collapse period
and the post-bubble period. A closer look at the forecast performance of each
information variables offers the observation that the forecast improvement effect of
price/wage related variables is relatively high (Chart 4).18 19 However, unfortunately no
variable is found that improves forecast performance across al forecast horizons and all

sample periods.20

18 Hereafter we define italic word(s) in parenthesis as the abbreviating code(s) of variable, transformation,
or both. See Charts 1 and 2 for the codes corresponding to each variable.

19 | ooking at the individual sample periods, it appears that some bivariate forecasts including the nominal
GDP (ngdp) and wage (wage) in prices/'wage, etc. outperformed the AR forecasts. Moreover, M2+CD
(mon2) and real bank lending (rlended) are effective in all periods after the collapse of the bubble.
However, performance deteriorates for all of these if the sample period or number of forecast periods is
changed.

20 On average, nomina GDP minimizes the relative MSFE across all forecast horizons and sample
periods, but even in this case the MSFE exceeds one in the two-quarter ahead forecast for 1995-99 and
eight-quarter ahead forecast for 1987-90, with forecast performance worse than the AR model.
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2. Real GDP forecast

We also calculate the relative MSFE of the bivariate forecast of real GDP growth for
each series aswe did for CPIl. We graph them by forecast horizon and by sample period
(Chart 5). Comparing the rows and columns of panels, it appears that the best
performance is achieved for one- and two-year forecasts in the bubble formation period,
bubble collapse period and post-bubble period. Moreover, examining the forecast
performance of each information variable indicates a high forecast improvement effect
in money and asset prices (Chart 6).21 However, forecast performance does not improve
across al forecast horizons and sample periods, which is similar to CPI forecasts in
terms of robustness toward differences between samples.2

3. Overview: bivariate forecasting

According to the results in the previous subsections, bivariate forecasts are deemed not
to constantly improve the performance of AR forecasts in either the case of CPI
forecasts or real GDP forecasts. That is, although performance may be improved in one
sample period, it is uncertain that information variables will improve forecast
performance in another sample period. The evidence shows that the results of Stock
and Watson [2001] are consistent with Japanese time series data.

[ll. Multivariate Forecasting and Its Results

In the previous section we have shown that in a bivariate forecasting framework using
individual information variables, forecast performance cannot always be improved for
either CPI inflation or real GDP growth across different forecast horizons or sample
periods. However, there is a possibility that forecast performance can be improved by
appropriately extracting information useful for forecasting from more variables. In this

21 with regard to monetary aggregates, in four-quarter and eight-quarter ahead forecasts, monetary base
(mon0 In1d) and M2+CD (mon2 Inld) show improvements over longer periods than other variables.
Moreover, with regard to asset prices, forecasts improves over two consecutive sample periods in four-
quarter and eight-quarter ahead forecasts for nominal exchange rates (rateav Inld), effective exchange
rates (efrateav gap), the Nikkei average (nikav lev), TOPIX (tpxav Inld), etc.

22 The only individual variable that continually improved forecasts from the bubble formation period to
the post-bubble period is M2+CD (mon2 Inld). However, the relative MSFE for this variable in the
1983-86 period is consistently greater thanone, and in four-quarter ahead forecasts the relative MSFE also
exceeded one in the 1987-90 sampl e period.



regard, this section first describes multivariate forecasting methods and then compares
the performance of the forecasts.

A. Multivariate Forecasting M ethods
We now consider forecasting methods used when not only one information variable, but
nseries (X!, X2, ..., X") are available. There are several variations of actual combination
methods, but as we note in section 1, these can be classified into the groups of “index
approach” and “forecast combination approach” according to whether the combining of
information is conducted before or after the forecast. Following Stock and Watson
[1999], this paper adopts principal component analysis for the former and variations of
both simple and weighted averages for the | atter.
1. Forecasting using the principal component
We use principal component analysis to follow the index approach, which produces an
index that embodies information commonly contained in many information variables
and uses this to perform forecasting.23 Specifically, we extract the first principal
component common to each information variable X' at a certain point t. Let DY denote
the extracted first principal component, which can be considered as an “index” that
embodies common information contained in n variables and removes miscellaneous and
idiosyncratic noise. Using this DY as a new information variable in the bivariate
forecast framework described in the previous section, we produce a forecast of ',
using the principal component (fctr).2425
2. Simple and weighted aver ages of bivariate forecasts
For the forecast combination approach that combines a number of individual forecast
series with some form of weights, there are severa variations according to the method
used to produce the weights.

First, relatively ssimple methods involve taking the mean (mean), median (median)

23 As mentioned in footnote 10, forecasts using principal components can be interpreted as forecasts
based on dynamic factor models when there are alarge number of variables.

24 As defined in footnote 18, the italic word in parenthesis refers to the code of transformation.
25 We have also examined forecast models that contained the first to fourth principal components in the
regression equation extending Equation (1), but many of these show inferior performance to the model

that only uses the first principal component (The same result was found in Stock and Watson [1999]). For
this reason, only results for the model using the first principal component are shown in this paper.
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and trimmed mean of n bivariate forecasts at the same point in time. Three types of
trimmed mean are produced. These are the mean with the maximum and minimum
excluded (tr.mean), the mean with two series of both the maximum and minimum
excluded (TM_-2), and the mean with the uppermost and lowermost 15% excluded
(TM_-15).

Another method is to allocate a greater weight to forecasts that are judged to
perform well based on past data. Specifically, we produce a forecast combination
(ridge), where the variable weighting is estimated by ridge regression?¢ from the
following framework.

Let us denote the forecast value at t using information variable X' as f' =y} ; the
weight of the forecast made using variablei at timet asw: f=(f !, f2,..., f])' ; w=(w1,
w?,..,w)';and c= kxTR(n‘lz;lfsfs’) under a certain parameter k, where TR(e) is the
sum of diagona elements in the matrix.2” Then variable weight forecast combination
using ridge regression is defined as follows.

ridge n g t 'y t C.
A = 20 = 2 ) i+ ).

(2)

where i is the n-dimensional column vector of ones. We calculate this below for
k=0.25, 0.5, 1, 10, 100, 500.28

B. Performance of Multivariate Forecasting
Next, we compare the performance of the multivariate forecasting methods illustrated in

the previous subsections using Japanese data. We conduct multivariate forecasting
based on four groups of series (See Chart 7 for alist of the series used): 2° real economic

26 Following Stock and Watson [1999], we employ a modified form of ridge regression in which the each
weight in w, converges on 1/n as the parameter k increases. A weighted mean based on this ridge
regression approaches the simple mean as k increases. For example, the weighted mean is approximately
50% closer to the simple mean when k=1.

27 For weighting estimation using ridge regression, the estimation results destabilize due to the decreased
number of samples if only data for the most recent 40 quarters is used. As forecast performance was
actually reduced, we use the data from start to finish.

28 gStock and Watson [1999] state that performance is best for k=1, and curtail the results using other
parameters.

29 We select the variables used in forecast combination by variable type according to the following
procedure. (We also use the same groups as the group of variables used in forecast using the principal
component.)
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activities (react), prices’'wage/market prices (pr_wa), money (money), and asset prices
(asset). In addition, multivariate forecasts using al selected variables included in these
4 groups (licatall)3° and those using all series (liall) are constructed (we refer to the
former as “partial forecast combination” below). By doing this, it is possible to
compare not only the differences between the types of information variable but the
degree of forecast improvement when increasing the number of information variables
without considering the characteristics of the variables.

1. CPI forecast

First, looking at the results for CPI forecast for different groups of information variables,
we find that the forecasts using the price/wage variables (pr_wa) and money variables
(money) generaly perform well. The forecast performance improved in all sample
periods and aso in all forecast horizons for the mean, median, trimmed mean and some
for ridge regresson (ridge k=100, 500) using price/wage variables (pr_wa).
Furthermore, except the bubble expansion period of 1987-90, there was also stable
improvement in the forecasts using money variables (money). Additionaly,
improvements in forecast performance were conspicuous for 1991-94 and 1995-99
when looking at the results by period, and for four- and eight-quarter ahead forecasts

when looking at the results by forecast horizon.3!

(1) Of al of the bivariate forecast series using individual information variables, forecast series that had
markedly inferior performance (if the relative M SFE was over two in any of the periods) in one of the
forecast periods of 1987-90, 1991-94, 1995-99 are excluded.

(2) Seriesthat improved AR forecasts (relative M SFE averaging less than one) are subject to combination.
Series with relatively good performance (relative MSFE averaged less than 1.5) are also combined
where possible.  When there are multiple processed series (end of quarter value and average for
quarter, logarithmic difference and level, etc) using the same variable, we select the series with the
best performance.

(3) This selection is performed for each type of variable (real economic activity, prices'wage, money,
asset prices). When doing so, if the number of candidates included in a certain type was less than six,
we add series that showed large improvements in other periods or forecast horizons as candidates for
the type even if the relative MSFE for that particular period or forecast horizon exceeded two. Asa
result, the bivariate forecasts of 6-14 series for each type are subject to combination.

30 As aresult, for this multivariate forecasts, 31 of 148 series are used for CPI forecasting and 32 of 147
for real GDP growth forecasting.

31 For example, forecast combinations of prices/wage (pr_wa mean) showed improvement (-0.280) over
al bivariate forecasts for h=2, in addition to the improvement over bivariate forecasts using hominal
GDP/nominal wages being particularly large for h=2,4 in the period of 1995-99.
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However, forecast performance does not necessarily improve by merey
increasing the number of information variables used. In fact, the performance of
forecasts using more than 140 series (liall) was lower than forecasts using
approximately 30 selected variables (licatall) in aimost al sample periods. Moreover,
in many sample periods, the partial forecast combination (licatall) only gives
performance lower than that of the forecast by variable type for prices/wage (pr_wa).

Meanwhile, by looking at the differences in performance across various
combination methods, improvement can be seen to vary depending on the sample period
and no particular method can be regarded as the most preferable. Let us take
pricelwage (pr_wa) that has the most sample periods with improvements on AR
forecasts as an example, and compare the forecast combinations using the mean, median,
trimmed mean and ridge regression (ridge k=100, 500). Then, the combination method
(the case in bold in Chart 8) that improves the relative M SFE the most varies depending
on each sample period and the forecast horizon, and we find that no method can be
singled out as showing performance superior to the others. At the same time, athough
ridge regression forecasts show superior performance for the two consecutive periods of
the bubble-collapse period and the post-bubble period, it greatly deteriorates in
comparison to the AR forecast for the preceding bubble-formation period, and thus is
unstable with regard to changes in the sample period.32
2. Real GDP forecast
Next, looking at the performance of multivariate forecasts of real GDP (Chart 9), it can
be noticed that none of the forecasts for different groups of indicators (react, pr_wa,
money, asset) shows a relative MSFE of one or less for all sample periods and all
forecast horizons. At the same time, forecasts using money variables show
improvements in al three sample periods after 1987 for most forecast horizons, and the
improvements are sizeable.33 Moreover, forecasts using asset price variables (asset

mean) also show improvements throughout the three periods after 1987 for most

32 Note that for two-and eight-quarter ahead forecasts of economic activity (react) and money (money),
the performance of ridge regression is better than the performance of other forecast combinations in the
periods of 1991-94 and 1995-99, but these all perform extremely poorly compared to AR forecasts in
1987-90.

33 The relative MSFE was 1.00-1.01 for some series (mean, tr.mean) in eight-quarter ahead forecasts for
1987-90, showing that forecasts were not improved in some cases.
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forecast horizons, and the improvements on forecast performance were more stable and
larger than for bivariate forecasts.

Meanwhile, similar to CPI, we also confirm that the larger number of information
variables used in forecasting does not necessarily lead to improvements in forecast
performance. That is, the improvement for partial forecast combination is greater than
for forecasts using al individual forecasts, in particular displaying improvements in all
sampling periods for h=8, and the improvement for forecasts using money variables and
those using asset value variables were generally greater for 1987-99.

Looking at the differences in performance by type of forecasting method,
principal  component (fctr), ridge regression (ridge) and simple mean (mean)
consistently tend to show superior performance to other methods in the case of GDP
forecasting, compared with the case of CPI forecasting. For example, in four- and
eight-quarter ahead principal component (fctr) forecasts and two-quarter ahead ridge
regression (ridge k=0.25) forecasts, the relative MSFE is smaller than those of other
forecast methods for the three consecutive sample periods from 1987 to 1999. Also, the
simple mean shows improvements on the AR forecast in four-quarter ahead forecasts
using money variables (money) and eight-quarter ahead forecasts using prices/wage
variables (pr_wa) for all four sub-sample periods, in addition to boasting the best
performance in three of the four sample periods. However, as these multivariate
forecasting methods are unstable with regard to changes in the forecast horizon and the
variables used in combination (or principal component extraction), we are unable to
choose a particular method as being the most preferable, as was aso the case for CPI
forecasting.

3. Overview: multivariate forecasting

We have shown that multivariate forecasting improves forecast performance more
stably than bivariate forecasting for both CPl and GDP. However, the performance
order of the various multivariate forecasting methods (simple mean, trimmed mean,
ridge regression, principal component) varies depending on the type of variable used
and the forecast horizon, and cannot be determined outright.34 It is also identified that

34 This view is contrary to the conclusion in Stock and Watson [1999] that the best forecast performance
could be obtained using the principal component. However, it must be noted that the difference in
forecast performance between combination methods was not large even in their results and that they
restricted their analysis to one year forecasts of inflation. Moreover, our results suggest that a trimmed
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forecast performance does not necessarily improve by merely increasing the number of
information variables.

IV. Performance Improvement Mechanisms Involved in Forecast
Combination and Their Limitations

In the previous section, we considered the performance of forecasts using many

variables and confirmed that on the whole, these showed better performance than

bivariate forecasts. When the sample period was divided, it was also observed that the

performance of forecasts using many variables was stable across the sampl e periods.

These results are consistent with the intuition that forecast performance will
improve as more information is reflected according to the increasing number of
information variables. However, as we observed in the previous section, an increase in
the number of series to be combined (or variables used in principal component analysis)
does not always lead to improvements in forecast performance.

In this section, we investigate what mechanisms are working behind the forecast
improvements resulting from the use of multiple information variables. For this
investigation, it might be desirable to focus on the forecasting method that shows the
best forecast performance among several methods. However, as noted in the previous
section, it is difficult to pin down the most preferable method of combing information
among simple mean, weighted mean or principal component analysis. For this reason,
we will focus on forecast combination using the simple mean, as it is the most
convenient to conduct analysis.3>

mean is not necessarily the most preferable method of forecast combination while Stock and Watson
[2001] focus on the trimmed mean that is less susceptible to outliers. This finding, we suspect, is
consistent with the limitation on forecast combination where improvement in forecast performance stops
after two to four variables. We discuss this point in detail in the following section.

35 However, it is easy to envision that a similar mechanism to the one shown below is also working in
multivariate forecasts other than simple averages. As the combination of information comes before the
creation of forecast series in the method using principal component analysis, the argument below is not
directly applicable, but insofar as noise is leveled, a mechanism similar to the one described below can be
considered to be in place.
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A. Preliminary Considerations
We first show the way to decompose M SFE into several components, and then compare

the MSFEs of simple mean forecast combination with those of original forecasts to be
combined by component. By doing this we show what mechanisms produce higher
performance and stability for simple mean forecast combinations.

1. Decomposition of M SFEs

The MSFE of forecasts using individual variables is comprised of components, one
generated by forecast bias and the other by fluctuations in forecast errors. Letting e,
denote the (out-of-sample) forecast error of original forecast model using the individual
variablei (i=1,..., n) in period t, the mean and the variance of the forecast error for the
model are u =1/TY e, and 0,° =1/TY (e, — 1 )? , respectively (the former can be

called the forecast bias).3¢ Then the MSFE for the model iswritten as:
IVISFEi zlieitz :,ui2+0i2 - (3)
T=
The MSFE of forecast combinations using a simple mean is also comprised of a
component generated by forecast bias and a component generated by fluctuations in
forecast errors. However, the latter can be further divided into two components. one
generated by variability in forecast errors for each original forecast and the other
involving the canceling out of movements between the forecast errors of the original
forecasts. That is, noting that the forecast error in period t is 1/n3 e, ,37 we can write
the MSFE for forecast combination using asimple mean, MSFE,,,, , as.

n 2
|\/IS:Ecom,n = %i(lz eltj

=1\ N =

EOREIE ]

i1 = N

(4)

where p; = (1/ aiO'J.T)ZLl(eIt - i), — ;) 1,J=1,..., n isthe correlation coefficient
between g, and g,.

36 |t should be noted that because e, is the out-of-sample forecast error, the average does not always equal
zero.
37 Letting f, denote the bivariate forecast using the individual variable i, the forecast value of forecast
combination using a simple mean is 1/ny", f, . If y; is the realized value of the variable to be forecast,
then ¢, = f,—y, and the forecast error for forecast combination using a simple mean is
Unyl -y =UnyL(f, - y) =1/nXle, -
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As the forecast bias of forecast combination using a simple mean is 1/nY, 4, ,
the first term on the right-hand side of the equation represents the component generated
by forecast bias. At the same time, the second and third terms on the right-hand side of
the equation are the parts produced by changes in forecast error and correspond to the
second term in the right-hand side of Equation (3). Of these, the third term is the sum
of the fluctuations in the origina forecast error series multiplied by one minus the
correlation coefficient, and thus it becomes zero if the correlation coefficients between
all of the original series are one. Since the value obtained by subtracting the correlation
coefficient from one can be interpreted as the extent that movement of forecast error
series differs, the third term represents the part of the MSFE that is cancelled out by
combining original forecasts that move differently. In contrast to this, the second term
is the fluctuation in forecast error even when the third term is zero, that is, when al
original forecast errors are moving together. Therefore, this term represents the
component generated by fluctuations in forecast errors of the original forecast series.

2. Comparison of the MSFE of forecast combination and the average M SFE of
original forecasts

Next, using the MSFE equations obtained above, we compare the MSFE of simple
mean forecast combination with the average MSFE of the original forecasts that are to
be combined.

Averaging both sides of Equation (3) for i and taking the difference between it and

Equation (4) yields:
2
MS:Ecomn _EZHZMS:EI = _lilzn:luiz _(liﬂlj :l
' Ni=1 Ni=1 ni=1

(5)

M=

_Figf_(iigij :lf i{ﬁﬁ(l—pij)} :
ni=1 ni=1 i=1j=1| N N

All of the terms on the right-hand side of Equation (5) are always negative. As
the correlation coefficient is aways less than 1, it is clear that the third term is aways
negative. The first and second terms can be rewritten as:

R0l O T K

1 2 1 1 1
No -1DNo | =D -HDNo. | .

i=1

These are both aways positive, making them both negative in Equation (5).
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Therefore, the following holds.38
1
<

com,n —

MSFE S MSFE, .

n4= (8)

This means that the performance of forecast combination using a smple mean is
always better than the mean performance of the original forecasts.394° The degree of this
improvement in performance is determined by the first through third terms of Equation
5.

3. The M SFE improvement mechanism resulting from combination

Why is the performance of forecast combination better than the average performance of
the original forecasts? That is, what kind of mechanism reduces the M SFE as shown by
the first through third termsin Equation (5)?

As aforementioned, the third term represents the “cancellation effect of forecast
error variations’ resulting from the combination of original forecasts with differing
movements. This effect is larger when the correlation between original forecasts is
smaller, i.e. when the movements of the original forecasts differ more.

The first and second terms each represent the “leveling effect on forecast bias’
and the “leveling effect on forecast error fluctuations’ brought about by the averaging
of multiple original forecasts. This can be understood from the fact that the first termin
the right-hand side of Equation (4) is the square of the average forecast bias of the
original forecasts and that the second term is the square of the average forecast error
standard deviation of the origina forecasts. As we can see in Equations (6) and (7),
these terms are lower than the average values for the corresponding terms in the MSFE

38 The necessary and sufficient condition for equality in Equation (5) is that al of the terms on the
righthand side of Equation (5) are zero. This is equivalent to the original forecast values being equal in
each of the periods. (e,=...=e, <t=1,..., T>)

39 For this reason, even if individual original forecasts are unstable, the performance of forecasts that
combine these could possibly be stabilized.

40 | ncidentally, when the optimum weights are used in combination,
MSFE,,, , < min{MSFE,,..., MSFE } -

com,n =

holds true (see, for example, Clements and Hendry [1998]), and this forecast combination outperforms all
original forecasts. However, as shown by the forecast results for weighted averages in the previous
section, it is difficult to know the “optimum weights” at the time the forecast is made. The result shown
above means that, even if the “optimum weights’ cannot be calculated, simple mean is enough to
guarantee better performance of the forecast combination than the performance of a simple mean.
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of the original forecasts. That is, combining forecasts using a simple mean reduces both
the forecast bias and the extent of fluctuation in forecast errors, and thus makes the
MSFE smaller.

It can be expected that this leveling effect is greater for the forecast bias than for
forecast error fluctuations for the following reason. As shown in Equations (6) and (7),
the reduction in the mean sgquared forecast error that is brought about by leveling
increases as the variances of the forecast bias and standard deviations in forecast error
fluctuations increase. While the forecast bias 14 can be positive or negative, and the
forecast error standard deviation ¢; can only be positive, it is expected that forecast bias
will have greater variance. Therefore, it is probable that the leveling effect is larger for
forecast bias than for forecast error fluctuations.

In summary, it has been shown in this subsection that performance is improved
through (a) the leveling effect on forecast bias, (b) the leveling effect on forecast errors,
and (c) the cancellation effect between the forecast error behavior of each origind
forecast. Due to these effects, forecast combination always has better performance than
the average performance of original forecasts. The leveling effect is expected to have a
greater effect on forecast bias than on fluctuations.

B. The Actual Importance of Each Factor

The next issues to be considered are to what degree the MSFE reduction effect of
forecast combination works in practice and which of the three effects is actualy the
most dominant. In order to consider these, we decompose the relative M SFE reduction
effect of forecast combination that is using a simple mean into three components, using
the equation obtained by dividing both sides of Equation (5) by the MSFE of the AR
forecast. Results are shown in Chart 10.

Looking at the results for the entire period (the rightmost column of Chart 10), it
can be seen that the reduction effect of combination on the relative MSFE is large.
Although there are differences in the forecast combination relative M SFE depending on
the forecast horizon and the type of variable, it is 0.1-0.5 lower than the average relative
MSFE for the original forecasts. Also, in many cases where the average relative MSFE
of the original forecasts exceeds one, the relative MSFE of the forecast combination is
below one. For example, in four-quarter ahead CPI forecasts, the average relative
MSFEs of the origina forecasts is over one for partial forecast combination, real
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activity variables and price related variables, but the relative MSFE of forecast
combination islessthan one in al these cases.

Moreover, looking at a breakdown of the MSFE reduction effect, it is found that
most of this MSFE reduction effect is brought about by the third term in Equation (5).
That is, most of the MSFE reduction effect for forecast combination using a simple
mean is brought about by forecast error fluctuations in each of the original forecast
series canceling each other out. The effect of both the first and second terms are
considerably smaller than that of the third term, but the first term that represents the
leveling effect on forecast bias is the larger of the two. This is compatible with the
predictions made in the previous subsection.

Next, looking at the results by sample period, (first to third columns in Chart 10),
it can be seen that the difference between the relative MSFE of forecast combination
and the average relative MSFE of the original forecasts fluctuates significantly. That is,
the MSFE reduction effect due to combination varies depending on the sample period.
For example, a large MSFE reduction effect occurred in the 1987-90 and 1995-99
periods for CPI forecasts, but was dightly smaller for 1991-94. Furthermore, the MSFE
reduction effect was larger in the 1991-94 and 1995-99 periods for CPI forecasts, but
was dlightly smaller for 1991-94.

Moreover, the results of the decomposition of the MSFE reduction effects by
sample period show that athough the effect of the third term was large, the first term
also produced a large improvement effect. The effect of the second term, which was
almost zero over the entire sample period, also appears in places.

Why the effects of the first and second terms, which do not appear in the results
for the entire period, appear in the results for sub-sample periods can be explained as
follows. When looking at a relatively long period, the forecast bias of the original
forecasts and forecast error fluctuations are similar for each of the original forecasts.
For this reason, the leveling effect of the first and second terms is smaller over long
sample periods. However, as the dispersion of forecast error fluctuations of the origina
forecasts is larger over short periods, the leveling effect of the first term and second

term increases.

C. Optimal Forecast Combination: Stepwise Combination Selection
Next, we examine how many bivariate forecasts should be combined in simple mean
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forecast combination, i.e. the optima number of variables to be combined. The results
thus far show that improvements do not necessarily increase as the number of variables
to be combined increases. In order to discover the limitations to this mechanism that
brings about improvements in forecast performance, we consider what kind of series
comprise the “optimal forecast combination (using a ssmple mean)” and the extent of
the performance shown by this.

Specifically, we search for the optimal group for combination by adding variables
one by one in a stepwise manner, leaving only the group with the best performance.4!
Additionally, the candidates for combination are variables in partia forecast
combination (31 seriesfor CPI forecasts and 32 series for real GDP forecasts).

1. Stepwise optimization procedure
The procedure of stepwise optimization to find the best grouping forecast combination
isasfollows:

a) Step 1: One variableis chosen from K variables (K=31 for CPI forecasts, or K=32
for real GDP forecasts) as the “initial variable,” and another variable is added,
producing a forecast combination of two variables. Since the number of variables
for combination is K, K-1 types of forecast combination of 2 variables can be
made, and the one with the lowest MSFE is saved.

b) Step 2. Another variable is added to make a forecast combination of three
variables. There are K-2 configurations and the one with the smallest MSFE is
saved. We continue this process for combining four variables, five variables and
so on until all candidate series have been added.

c) Step 3: Given a certain initial variable, correspondences among (i) the initial
variable, (ii) the number of seriesincluded in the combination, and (iii) MSFE are
produced in the process of adding each variable. Of these, we describe the

41 The stepwise optimization used in this paper does not completely cover all combination possibilities,
and it cannot be assured that the optimum grouping has been reached. However, the number of groupings
is approximately 2.1 billion (=2%-1) for CPI and 4.3 hillion (=2%-1) for GDP forecasts, and it is not
realistic to consider all of these because it requires unmanageable amount of calculation. For more
realistic exercise, we have checked the complete forecast performance by using combinations using up to
8 series. In fact, as shown in the analysis below, the optimal combination grouping found using a
stepwise method is a group of two to four series. This suggests that eight are large enough to check
whether the stepwise method gives us the optimum. The results of that exercise confirmed that these
results are completely consistent with the stepwise resullts.
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grouping with the smallest M SFE as the “optimum given initial variable.”

d) Step 4: There are as many optimal groupings given initial variable as there are
initial variables, and the grouping with the minimum MSFE is the “stepwise
optimum.” Thiswill be called the “optimal combination grouping” below.

2. Optimal combination grouping and forecast perfor mance
According to the stepwise optimization procedure explained in the previous subsection,
the optimal combination grouping for all forecast horizons and sample periods are
shown in Chart 11 for each variable. In the upper part in Chart 11, the horizontal axisis
made up of the initial variables arranged in the order of forecast performance across
sample periods. The dotted line shows the relative MSFE of the optimal combination
for each given initial variable and the points (¢ or m) show the number of series. The
solid points (m) describe the number of optimal combination series for initial variables
that reach the stepwise optimum. The lower part of Chart 11 shows the composition of
the optimal grouping of variables.

Looking at the entire sample period (1987-99), the optimal combination grouping
(the m points in the upper part in Chart 11) is two to four original forecast series for all
forecast horizons and sampling periods of both CPI and real GDP forecasts. Also, the
original forecasts to be combined are ones with high performance in many cases, but the
combinations are not necessarily made up of forecasts with superior performance, in
fact many of the original forecasts with mid-range performance were included. In CPI
forecasts, nominal GDP (ngdp) is included in al three sample periods, but we see no
common indicator in al sample periods for real GDP forecasts. A similar tendency can
be seen in the results when dividing into several sample periods (Chart 12).42

What degree of performance does this optima grouping show? Looking at the
entire sample period (Chart 13), the optimal forecast combination shows an
improvement due to not only combination but reduction in the average relative MSFE
of the original forecasts, resulting in arelative MSFE of 0.2-0.6, an improvement of 0.4-
0.8 over AR forecast. Of this improvement over AR forecasting, the effect of

combination is around 0.1-0.5 points, which is similar to the results for combination by

42 The four-quarter ahead CPI forecast for 1987-90 was the only case that no forecast combinations could
improve upon the best bivariate forecast.
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variable type and combination forecasts using partia forecast combination. Most of this
reduction effect is brought about by the canceling out of forecast errors in the original
forecasts as is shown on the right-hand side of Equation (5).

Observing the results by sample period (Chart 14), we see that the improvement
effect in the third term of Equation (5) is high, just like that for the entire period, but its
size varies depending on the period. For example, while the relative MSFE for CPI
forecasting between 1991-94 is smaller than that of others, the improvement effect is
also smaller than for others. Also, we see a certain amount of leveling effect of the first
term, which represents forecast bias, to be functioning in GDP forecasts for 1991-94.

3. Sepwise variable addition and factorsin M SFE improvement
Next, we consider why improvements in forecast performance cease to occur after the
number of seriesto be combined reaches around five.

Decomposing the factors of changes in the relative MSFE when series to be
combined are added in a stepwise manner (Chart 15) shows that, when the forecast
combination improvement is positive until two to four series are added, the forecast
improvement is attributable primarily to the third term in Equation (5). However, this
effect lasts for at most up to four variables in the grouping, and diminishes when five or
more variables are added.*3

Looking at sample periods separately (Chart 16), the improvement due to the third
term is dominant in most cases as is the case when observing the entire sample period,
although there are some periods in which the improvement due to the first term is also
large. These results show that the maximum number of seriesin aforecast combination
istwo to four for all forecast horizons and sample periods of both CPI and real GDP.

In summary, as variables being added in a stepwise manner, on the one hand the
forecast improvement effect of combination becomes smaller, and on the other it
becomes harder to find a information variable that have a low correlation with forecast
errors.4 Consequently, the effect of raising the average relative MSFE becomes larger

43 Here, we are focusing on the combination reached using the stepwise optimization procedure. There
are some cases where improvements can be seen for up to eight to nine variables depending on the initial
variable, but cases such as these are alwaysinferior to the stepwise optimum.

44 Incidentally, more than 90% of the forecast error of all bivariate forecasts is explained by up to the
second principal component for most forecast horizons when principal component analysis is performed.
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due to addition of original forecasts with poor performance. For this reason, forecast
performance improvements due to combination stop after four variables are added in
practice.
4. Optimization and comparison by sample period
Finally, we briefly check the robustness of the optimal combination grouping
throughout the sample period. Using the optimal grouping for the period, Chart 17
computes its relative MSFE for each sub-sample period, and compares them with those
for the optimal grouping for each sub-sample period. In this chart, we refer to the
optimum for each sample period being described as the best, and the optimal grouping
for the entire period as the second best, intending to let the latter approximate the
former.45

The upper section of Chart 17 shows that the divergence of relative MSFEs
between the best and the second best is 0.2 points for CPI and 0.3 points for GDP at the
maximum. When relative MSFEs expand, the best and second best groupings contain
few variables in common. For example, when a divergence of 0.2 occurs in the four-
guarter ahead CPI forecast in the 1995-99 sample period, the best and second best
groupings have more variables that are not in common. Similarly, the eight-quarter
ahead GDP forecast for the same sample period has only one variable in common.46

We then decompose the improvements for the best and the second best groupings,
and compare the improvements in forecast performance for each of the groupings
(lower section of Chart 17). The result shows that differences between the two are
attributable to not the improvement effect caused by combination, but higher average
relative MSFE of the original forecasts. That is, while a variable in the second best
grouping shows inferior performance to avariable in the best, the improvement effect of
the second best is virtually as large as that of the best grouping. Consequently, the
forecast combination of the second best grouping as well as that of the best grouping

This fact appears to be consistent with the results for when the limit on series to be combined is two to
four.

45 |t should be noted that if the sample period is divided up, this obviously leads to a relaxing of the
restrictions on optimization, and the performance of the best grouping always exceeds that of the “second
best.”

46 Of course, there are some cases in which the gap between the best and second best is not large despite
having few variables in common. Thus, the presence of common variables is not necessarily important in
all cases.
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has arelative M SFE of |ess than one, and outperform the AR forecast.

From the above results we find that the divergence of the forecast performance
between the optimal grouping for the entire period and for each period is approximately
0.2-0.3 points in relative MSFE, and that the cause of this divergence is not a lesser
improvement effect of forecast combination but the lowered average performance of
bivariate forecasts. Even so, as we have seen before, the relative MSFE of the optimal
grouping for the entire period is approximately 0.2-0.6, substantially lower than one in
all cases. Therefore, the second best grouping (best over the entire period) can be
considered robust in that it is useful for improving AR forecasting.

V. Conclusions
In this paper, we have examined how we can improve forecast performance of CPI and
real GDP changes, by combining forecasts using individual indicators or extracting
common elements from this variety of financial and economic indicators. We have
further considered what is occurring as a background mechanism to this improvement.
We summarize the results of our analysis as follows: the predictive power of
information variables varies depending on the sample period and the forecast horizon,
but more stable performance can be obtained by combining forecasts or using the
principa component of variables. At the same time, this improvement on forecast
performance due to combination ceases to occur after the inclusion of two to four
variables, since each variables added shows increasingly poorer performance, and the
forecast error is rapidly attenuated by the further addition of variables. For this reason,
in order to improve the performance of forecast combination, it is important to find
indicators with high forecastability as well as with lower correlation with forecasts of
other information variables.
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Chart 1. Variables used in testing forecast ability

Nominal/ real Average/ end- Processed calculation
Variable Code iez;?f Nomina  Real Ave  End Level Log Log.  GAP
ment - r av ed lev In Inld gap
Real GDP radp SA - (0] () - - - o )
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Industrial capacity utilization index capu SA - (0] (0] - - - O (0]
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** (manufacturing Industry) tnksei SA - (0] (0] - (o] - - (0]
** (nonmanufacturing | ndustry) tnkhi SA - (e} (¢} - (¢] - - (e}
Unemployment rate unemp SA - (0] (0] - (e} - - (0]
Ratio of job offers to applicant Kyuiin SA - (0] (@] - (o] - - (0]
Machinery orders (private demand) kijmi SA - (e} (e} - - - (¢] (e}
Machinery orders (manufacturing I ndustry) kijse SA - o o - - - o] o}
Machinery orders (nonmanufacturing Industry) kiihi SA - (0] (0] - - - (o] (0]
Construction orders kenial SA - (e} (e} - - - (¢] (e}
Construction orders (private) kenimi SA - (0] (0] - - - (e} (0]
Construction orders (nonmanufacturing) kenihi SA - (0] (0] - - - (o] (0]
Value of public works contracted ukeall SA - (e} (e} - - - (¢] (e}
Value of public works contracted (Central gov't) ukekun SA - (e} (e} - - - (0] o
Value of public works contracted (local gov't) ukechi SA - (0] (0] - - - (o] (0]
Housing starts juckko SA - (e} (e} - - - (¢] (e}
Floor area of housing starts juckme SA - 0 0 - - - o o)
Floor area of construction starts ckhime SA - (0] (@] - - - (e} (0]
Number of new car registrations car SA - (e} (e} - - - (¢] (e}
Sales of large-scale retail stores kouri SA - (0] (0] - - - (e} (0]
Sales of department store hyaka SA - (e} (e} - - - o o
Total exports (custom clearance) expt SA - (e} (e} - - - (¢] (e}
Total imports (customclearance) _______________| impt _____ SA ______: ] o _____._ 0 ____. . e e o __...0 .
Nominal GDP nadp SA (¢} - 0 - - - e} -
GDP deflator padp SA (0] - (o) - - o -
CPl cpi SA (0] - (0] - - - (o]
Domestic WPI aggregate average wpi NSA O - (0] - - - (0] -
Domestic WPI intermediate goods wpiin NSA (e} - (e} (e} - - (¢]
Import price index (total average) ipiav NSA (0] - (0] - - - (e} -
Import price index (raw materials) ipiso NSA (¢} - 0 0 - - e} -
Wage index wage SA o) o) o - - - o -
Crude oil oil NSA (0] (0] - (0] - - (e} -
Domestic commodity price index commed NSA (o] (0] - (0] - - (e} -
Reuters index reu NSA (e} (e} - (e} - - (¢] -
CRB index crb NSA (0] (0] (0] - - (e} -
Gold _________.__________._____________dd___NSA____ O _.O0._______: - O ... e . o ... -
Monetary base mon0 SA ¢} e} o - - - 0 .

1 monl SA (0] (0] (0] - - - (6] -
M2+CD mon2 SA (e} (0] (0] - - - O
Broadly-defined credit aggregate mon4 SA (e} (e} - (e} - - (¢] -
Bank lending lended SA (0] (0] - (0] - - (e} -
Credit multipler mip SA o - o - o] - - ¢}
Circuit velocity of money [M2+CD] velo SA (e} - (e} - - - (¢] (e}
Bank notesincirculation ____________________| note _____ SA_____O0_____! o _____._ 0 ____. . e e o __...0 .
Long-term government bonds iab NSA (e} ) () 0 (e} - - -
Interest rate spread sprd NSA (e} - - (e} (¢] - - -
Loan contract rates alnd NSA (0] (0] (0] - (@] - - -
Yen/dollar rate rate NSA O (0] (0] (0] - - O o
Effective exchange rate efrat NSA (e} (e} (e} (e} - - (¢] (e}
Nikkei average nik NSA (0] (0] (0] (0] - - (e} -
TOPIX tox NSA (¢} o 0 o] - - o} -
TSE amount traded tosho NSA - (e} (e} - - (¢] (¢] -
Land Cpli:gﬁ for commercial areas in 6 major land NSA 0 0 R 0 - - o R

Notes: 1. “SA” is seasonally adjusted and “NSA” is not seasonally adjusted.
2. “level”, “log”, “log diff” and “gap” are the processed values of the original values, the logarithmic
values, logarithmic difference and HP filter.
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Chart 2: Codes, variables and conver sion methods used in each series.

code of series name of variable(process) code of series name of variable(process)
radp Inld real GDP (log diff.) |CRB index (loa diff.)
rgdp gap real GDP (gap) rcrbed  Inld CRB index (log diff.)
ip Inld Index of industrial production (log diff.) Iccrbed  Inld CRB index (log diff.)
ip gap Index of industrial production (gap) rlccrbed  Inld CRB index (log diff.)
sanji Inld Index of Tertiary Industries Activities (log diff.) glded Inld Gold (log diff.)
sanji gap Index of Tertiary Industries Activities (gap) rolded  Inld Gold (log diff.)
capu Inld Industrial capacity utilization index (log diff.) Icglded  Inld Gold (log diff.)
capu gap Industrial capacity utilization index (gap) ricalded Inld Gold (log diff.)
tnksei lev Business conditions Diffusion Index of TANKAN (level) mon0 Inld Monetary base (log diff.)
tnkhi lev ** (manufacturing Industry) (level) mon0 gap Monetary base (gap)
tnkzen  lev ** (nonmanufacturing Industry) (level) rmon0  Inld Monetary base (log diff.)
unemp  lev Unemployment rate (level) rmon0  gap Monetary base (gap)
unemp  gap Unemployment rate (gap) monl Inld M1 (log diff.)
kyujin lev Ratio of job offers to applicant (level) monl gap M1 (gap)
kyujin gap Ratio of job offers to applicant (gap) rmonl  Inld M1 (log diff.)
kijmi Inld Machinery orders (private demand) (log diff.) rmonl  gap M1 (gap)
kijmi gap Machinery orders (private demand) (gap) mon2 Inld M2+CD (log diff.)
kijse Inld Machinery orders (manufacturing Industry) (log diff.) mon2 gap M2+CD (gap)
kijse gap Machinery orders (manufacturing Industry) (gap) rmon2  Inld M2+CD (log diff.)
kijhi Inld Machinery orders (nonmanufacturing Industry) (log diff.) rmon2  gap M2+CD (gap)
kijhi gap Machinery orders (nonmanufacturing Industry) (gap) mon4 Inld Broadly-defined credit aggregate (log diff.)
kenjal Inld Construction orders (log diff.) mon4 gap Broadly-defined credit aggregate (gap)
kenjal gap Construction orders (gap) rmond  Inld Broadly-defined credit aggregate (log diff.)
kenimi  Inld Construction orders (private) (log diff.) rmond  gap Broadly-defined credit aggregate (gap)
kenim  gap Construction orders (private) (gap) lended  Inld Bank lending (log diff.)
kenjhi Inld Construction orders (nonmanufacturing) (log diff.) lended  gap Bank lending (gap)
kenjhi gap Construction orders (nonmanufacturing) (gap) rlended Inld Bank lending (log diff.)
ukeal| Inld Value of public works contracted (log diff.) rlended gap Bank lending (gap)
ukeall gap Value of public works contracted (gap) mip lev Credit multipler (level)
ukekun  Inld Value of public works contracted (Central gov't) (log diff.) mip gap Credit multipler (gap)
ukekun  gap Value of public works contracted (Central gov't) (gap) velo Inld Circuit velocity of money [M2+CD] (log diff.)
ukechi Inld Value of public works contracted (local gov't) (log diff.) velo gap Circuit velocity of money [M2+CD] (gap)
ukechi  gap Value of public works contracted (local gov't) (gap) note Inld Bank notesin circulation (log diff.)
juckko  Inld Housing starts (log diff.) note gap Bank notes in circulation (gap)
juckko  gap Housing starts (gap) rnote Inld Bank notesin circulation (log diff.)
juckme Inld Floor area of housing starts (log diff.) rnote gap Bank notes in circulation (gap)
juckme  gap Floor area of housing starts (gap) jgbed lev Long-term government bonds (level)
ckhime Inld Floor area of construction starts (log diff.) rigbed lev L ong-term government bonds (level)
ckhime  gap Floor area of construction starts (gap) sorded  lev Interest rate spread (level)
car Inld Number of new car registrations (log diff.) alndav  lev Loan contract rates (level)
car gap Number of new car registrations (gap) ralndav lev Loan contract rates (level)
kouri Inld Sales of large-scale retail stores (log diff.) rateav  Inld Yen/dollar rate (log diff.)
kouri gap Sales of large-scale retail stores (gap) rateav  gap Yen/dollar rate (gap)
hyaka Inld Sales of department store (log diff.) rateed  Inld Yen/dollar rate (log diff.)
hyaka gap Sales of department store (gap) rateed  gap Yen/dollar rate (gap)
|cexpt Inld Total exports (custom clearance) (log diff.) ratest lev Yen/dollar rate (level)
Icexpt gap Total exports (custom clearance) (gap) ratesk  lev Yen/dollar rate (level)
Icimpt Inld Total imports (custom clearance) (log diff.) ratekr lev Yen/dollar rate (level)
Icimpt  gap Total imports (custom clearance) (gap) rrateav  Inld real exchange rate (log diff.)
expt Inld Total exports (custom clearance) (log diff.) rrateav  gap real exchange rate (gap)
expt gap Total exports (custom clearance) (gap) rrateed  Inld real exchange rate (log diff.)
impt Inld Total imports (custom clearance) (log diff.) rrateed  gap real exchange rate (gap)
impt gap Total imports (custom clearance) (gap) efratav  Inld Nominal effective exchange rate (log diff.)
ngdp Inld Nominal GDP (log diff.) efratav  gap Nominal effective exchange rate (gap)
pgdp Inld GDP deflator (log diff.) efrated  Inld Nominal effective exchange rate (log diff.)
cpi Inld CPI (log diff.) efrated  gap Nominal effective exchange rate (gap)
wWpi Inld Domestic WPI aggregate average (log diff.) refrated Inld Real Effective exchange rate (log diff.)
wpiinav  Inld Domestic WPI intermediate goods (log diff.) refrated gap Real Effective exchange rate (gap)
wpiined Inld Domestic WPI intermediate goods (log diff.) refratav  Inld Real Effective exchange rate (log diff.)
ipiav Inld Import price index (total average) (log diff.) refratav  gap Real Effective exchange rate (gap)
ipisoav  Inld Import price index (raw materials) (log diff.) nikav Inld Nikkei average (log diff.)
ipisoed Inld Import price index (raw materials) (log diff.) niked Inld Nikkei average (log diff.)
wage Inld Wage index (log diff.) nikst lev Nikkei average (level)
rwage  Inld Wage index (log diff.) niksk lev Nikkei average (level)
oil Inld Crude oil (log diff.) nikkr lev Nikkei average (level)
roil Inld Crude oil (log diff.) rnikav  Inld Nikkei average (log diff.)
Icoil Inld Crude oil (log diff.) rniked  Inld Nikkei average (log diff.)
rlcoil Inld Crude oil (log diff.) tpxav Inld TOPIX (log diff.)
commed Inld Domestic commodity index (log diff.) tpxed Inld TOPIX (log diff.)
rcommed Inld Domestic commodity index (log diff.) rtpxav  Inld TOPIX (log diff.)
reued Inld Reutersindex (log diff.) ripxed  Inld TOPIX (log diff.)
rreued  Inld Reutersindex (log diff.) tosho In TSE amount traded (log)
Icreued  Inld Reutersindex (log diff.) tosho Inld TSE amount traded (log diff.)
ricreued Inld Reutersindex (log diff.) land Inld Land prices for commercial areas in 6 major cities (log diff.)
rland Inld Land prices for commercial areas in 6 major cities (log diff.)

Notes: The start of the datais 1970, except the following series: 1973 for the index of tertiary industries activities,
1971 for construction orders (kenjal, kenjmi, kenjhi), 1973 for the value of public works contracted (ukeall,
ukekun, ukechi), 1971 for long-term government bonds (rjgb), 1973 for the yen/dollar rate and related
indicators (rateav, rateed, ratest, ratesk, ratekr, rrateav, rrateed, efratav, efrated, refrated, refratav), and
1972 for some of the Nikkei average (nikst, niksk, nikkr).
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Chart 3: Performance of CPI forecasts
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Notes: Each group of graphs of (horizontal axis and vertical axis) show the relative M SFE for (1983-86, 1987-90),
(1987-90, 1991-94), and (1991-94, 1995-99/2Q).
If the relative MSFE is one or less, the performance is an improvement on the AR model, meaning that the
information variablesin the third quadrant of each graph show improved performance over the AR model for
two consecutive sample periods. Additionally, acomparison of the graphs along the horizontal direction
confirms how forecast performance changes between sample periods while the forecast horizon, hin
Equation (1), is constant. Also a comparison of the graphs aong the vertical direction confirms how forecast
performance changes between forecast horizons while the sample period is kept constant.
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Chart 4: Performance of CPI forecasts
8

h=2 h=4 h=
Indicator  Trans._ [ 83-86 87-90 91-94 95-99 83-86 87-90 91-94 95-99 83-86_87-90 91-94 95-99
AR RMSFE 138 091 0.72 055 166 076 0.69 0.59 298 062 088 0.77
rgdp Inid 2.03 .63 0.68 .3 202 256 .48 0.79 55 410 .52 0.29
adp gap 091 131 092 174 115 178 063 123| | 059 25/ 042 100
[ In1d 0.73 (7107 .60 0.5 227092 13 [ 07T 250 0.89  0.93]
B gap 0.5 .36_ 0.98 .11 0.5 1520 0477 23 069 248 0. 2.03
san|i In1d 1.49 51 092 097 112 1271 093 0.9 258 9755 O 0.92
sanji gap 1.61 7 095 104 152 473 107 112 268 2989 1 1.00
| capu [nid 0.8 i 1.01 110 071 222 104 151 0. 257 1 1.33
[capu 0aD 093 118 100 2.8 112 1200096 242 144 __1.8600.90 _2.05
nksel ev 1 . 81 201 110 293 31 137 94 533 .3 .83
nkhi ev 0.7 .00 .72 1.06 59 1091 .30 0.71 .82 20.39 .2 .42
nkzen  Tev 094 203 085 212 [ 095 352 024 124 [ 089 812 041 065
unemp ev 4. .3 1.25 3.59 449 214 141 4./0 112 3.0 40  1.62
unemp gap 1. .6! 087 2.71] 140 2157 045 2.89 172 13 045 163
uin lev 0.54 .09 112 0.60 044 28.76 .82 0.18 0.51 92.43 .68 041
ujin gap 075 333 099 3.1 039 497 .46 3.38 036 6. .31 2.50
m Inid 1.0 23101 15 107 144 .8 1.52 1.08 123 .85 0.83
mi gap . .61 94 21 .99  2.05 .83 255 116 1. /0 201
se Inld .72 .35 0.97 .32 .89 1. .8 1. 095 238 087 111
s gap 76 203001 164| [ 078 2 93 2.3 0l 281 066 2.20|
ni Inld 95 1.1 0.92 .35 1.60 13 102 09 .37 41 097 0.72
hi gap .61 09 117 212 2.60 .08 153 2.35 .93 21 155 1.71
enjal [nid .09 .0 1.01 . .97 .09 .92 0.63 27 .03 91 043
enjal gap .95 .0 0.95 .0 .94 .07 /8  1.04 44 .08 i 1.14
enjmi Inid .78 .9 .04 . .90 .33 .98 0.57 .18 .89 .88 0.55
enmi gap .88 .25 .22 . .73 42 109 126 .0/ 099 106 148
enjh Inid .8 .54 . . N 37 08 0.78 .1 120, 092 0.56
enjh gap .80 .82 . 21 . .28 .5 .26 . 0.9 /3 .32
ukeal In1d 00 .14 .28 .04 1.00 .11 .21 17 099 187 .06 .00
ukeal gap .23 .16 .3 .21 0.96 .70 .33 .9 20/ 6.75 .10 .02
ukekun _ Tnid .02 .08 .29 .01 1.00 11 .1 .0 1.00 113 .07 .9
ukekun __ gap .29 .08 . .15 1.67 .08 .63 A 3.00 6. 23 1.2
ukech Inid .96 .15 . . 0.99 .06 .0 .1 101 1.79 01 101
ukech gap .10 .16 . .23 0.83 .87 Nk .50 154 594 .03 094
uckko Inid .24 0.97 .11 41 . .06 .06 76| [ 068 139 21 2.32
uckko gap .34 0.65 .26 .24 .2 .72 /5 .90 1.06_ 095 .93 353
uckme Inid .54 0.96 .94 1.69 27 112 .81  2.00 049 1.850 093 2.60
uckme  gap .33 055 .26 2.90 147 073 181 3.63 085 154 131 .63
ckhime  [nid 17 116 .07 .33 .03 121 140 112 .64 .82 .5 .92
ckhime gap . /- 0.99 .02 A7 .61 091 0.77 243 (2 .96 .63 221
car Inid . .01 .99 .65 137 1.1 0.68 .65 .80 .89 . 0.74
car gap . .8 127 .1 041 5. 125 .91 .46 13.18 . 1.45
ourt In1d .92 Nl 0.87 .23 078 109 142 .52 .47 .05 0. 0.45
ouri 0ap 67 239 005 133 80 6.921 049 0.98| 178 2746 059 1./6
nyaka Inld .34 54 1 21155 0.85 155 053 381 032 1.17]
hyaka —gap 05 16610085 105 | 1.35 384 05/ 235 168 0./6. 038 268
cexp! [nid .67 N .46 .62 066 1.95 27160 | 092 516 .03 2.
cexp! gap 4 211 A7 301 .69 5.84 .28  3.46 .01 1565 .0 4.7
cimpt Inid 19 2.47 .0 0.95 .88 2.4 43 112 .0 2.5 .2 2.12
cimpt gap ] 4.09 86 285 [ 0.86 6.50 .01 2.86 . 15. .93 3.05
expt In1d .88 189 095 1./5 1.00_ 0.99 .98 151 I 1. 1.1
expt Gap 89088 115 230 074064 131 234 T30 067098 20
mpt Inid 110 396 0. 1.38 1.0 7.5 097 143 90 127 075
mpt gap 126 320 091 187] 133 536 075 207 117 1111 O. 1.2
nodp o 087 003 056 104 092 070 038 073 048104 043 010
padp nid 132 112 ] N 1.3 1.7 065 161 111 .95 .89 12
Wi nid I 2.28 .82 45 42 2. .16 1.76 1.03 .20 . 53
wplinav nid 0.5 2.01 .2 571 | 040 241 .01 204 [ 095 3.66 I 5
n nid 0.3 .94 .1 .1 0.26__2.07 .04 2.02 0 2.96 .02 0
ipiav nid 2 145 102 1L 89 150 1210007 0 173 127 3
pisoav nid .30 73 .02 .03 40  2.07 .20 1.03 097 485 .28 51
pisoed nid .37 .73 .08 .03 59 441 19 0.9 1 197 .40 .28
wage nid .01 .80 .70 N .03 040 .61 .85 /1 041 .29 .12
rwage nld .13 .89 067 111 .08 149 0.83 .07 /187 099 .97
ol nld 32 264 43 .02 .90 .31 .22 .01 .86 3.02 . .00
roil nid 39 271 .43 .02 . . .23 .02 083 3.17 . .00
Icall nid .16 (6 .36 .12 .64 212 .26 .00] | 092 220 . [
ricail nid .18 .70 .36 .12 .61  2.06 .26 .00 091 _2.22 .01 [
commed _Tnid X . (4 .92 .02 Né 3.54 .01 11 057 261 .12 52
rcommed Tnid 0.77 __ 3.69 .93 .03 0. 3.49 .02 .1 057 268 0.77 52
reued nld 1 .49 .96 21 . 2.93 .98 .33 097 452 .03 11
rreued nld 1.93 .32 .95 .22 .9 2.60_ 0.96 .42 1.06  3.89 .02 12
Icreued nld 0.9 .97 .31 .89 24 257 .36 .87 092 145 44 55
rTcreuedTnid -9 02 129 0.89 190 258 135 086 [ 092 165 143 55
crbed nild 187 219 .02 44 35 272 .2l .96 26 2.57 .21 00
rcrbed nid 248 2.13 .03 .20 307 248 2! 17 52 244 .24 04
Tccrbed nid .22 .70 . .67 .39 .70 A .22 .06 2.53 .46 9
rTccrbed  Tnid 26 .68 41 .69 .37 12 .50 .25 .00 275 .28
olded nid .78 .99 .94 .80 .14 . .97 .97 .14 32 .01
rglded nid .81 099 0.92 .78 .22 .5l .01 .97 81 3.1 .00 .
Icalded nid 52 12 1.18 .05 N . .16 ] | 089 23 A1 0.97
rlcalded  Inld .5 1.2 120 1.06 078 152 127 0.95 089 235 127 099
monQ nl 0.9 323 1.00 .30 111 7470 091 .36 063 1404 0. 0.68
mon0 gap 332 0. 1.74 .57 345 2./0 143 .54 185 1519 0.68 157
rmonQ [nid 106 25 0.99 .40 109 643 092 .33 063 1191 086 0.57
rmon0 gap 119 16 2.80 .32 119 532 313 .31 0. 072 179 210
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(Chart 4: Continued)

monl In1d 081 1.05 .19 .03 084 313 164 .03 039 8.9 131 0.96]
monl gap 366 047 .46 .1 2991 050 2.00 .74 194 544 .32 2.39
rmonl In1d 0.77 .09 21 .03 0.7 374 154 .02 040 9.91 127 0.96
rmonl gap 1.08 .38 .62 .37 095 913 203 .35 068 27.32 71 2.4
mon2 [nid 1.12 .52 .02 09 1.0 3.58 .77 0.76 022 955 .81 042
mon2 qgio 2.32 .65 2| 34 2.2 5.41 .93 149 123 26.86 79 177
rmon2 In1d 1.14 17 . . 1.0 3.45 .70 0.71 22 /51 75 0.36]
rmon2 gap 0.71 63 233 1.1 .6. 531 370 105 .09 1028 424 150
mon4 In1d 059 0.80 . 5719] [ 059 092 3.60 54.5/7 16 177 277 3332
mon4 gap 2.15 .52 .02 58.63 203 507 .82 92.11 13828561 0.96 52.17
rmond In1d 0.74 .34 .19 50.90 0.48 .67 167 4713 022 342 154 3341
mon4 gap 0.42 .26 2.01 4398 0.42 .52 278 80.89 0.0¢ 276 2.68 4550
ended In1d 1.54 .48 .0 0.92] 1.9 .05 067 058 0.9¢ 1.6 048 0.16
ended qglo 2.87 11 .3 1.28 348 342 112 150 2.3 5.2 2.65 141
rfended Tnld .35 168 .97 0.83 183 1.1 0. . 87 16 0. 0.13
rfended gap A5 243 2.76 . 0. 8.2 521 . 17 2208 7. 1.03
mip lev 19 4.65 .75 .0 1.95 15. 151 . 114 4430 2.83 0.84
mip 0 . .00 .89 .59 0.7/5 067 213 . 052 19.8/ 08 7
velo Tnid 0.88 .05 .05 .25 070 10/ 112 . 042 172 1.09 .14
velo 0.89 N .29 22 118 2987 094 . 043 6.87_ 089 .73
note In1d 0.93 .53 A7 A7 1.00 396 095 . 057 8.93 .45 .
note qgio 2.61 .29 .01 .58 371 247 117 . 1.79 16.50 .50 .9
rnote In1d 0.96 .06 1.00 .55 089 3757 095 . .53 6.80 .42 .79
rnote gap 105 146 255 131 111 372 259 .3 6 .33 .08 1.83]
jobed ev 033 227 .2 0.92 0.36 72 .2 0. .8 992, 093 0.22
rigbed ev 052 120 Ot 0.83] 0.32 .32 . 0. .81 264 085 064
sprded ev 045 115 26140 0.30 .26 .83 14 043 16 197 .35
alndav ev 1.00 227 .1 0.96 1.06  4.06 .68 0.72 .30 10.8 0.87 12
ralndav__Tev 096 0.95 .2 1. 115 3.69 .88 131 23 82 2.21 .34
rateav nid .00 .45 .0 2.21 . 1.13 .00 2.02 22 2.3 .13 1T
rateav gap 11 .7 .02 2.8 1.08 438 15— 381 .9 7.53 20 437
rateed Inid A7 . . 2.2 035 162 10 243| [0 3. A1 257
rateed gap .20 . . 2.7 0.67 2.77 13 390 1.83 /.19 18 427
ratest ev .31 .81 .09 153 1.000 0.81 .02 122 087 1.1 .92 151
ratesk ev .03 .03 .00 0.94 0.60 2.93 .07__0.90 133 275 .01" 098
ratekr ev 2.37 .01 .04 120 1.36 .96 13 112 2.10C 0.9 21 1.05
rrateav nld .19 .34 .05  2.26 .82 . .97 216 .00 273 .06 2.05
rrateav .01 .79 .96 2.93 .81 A 1.03 3. 42 6. .05 441
rrateed n{d .97 A6 102 2. [ 061 0.9 097 2.60 08625 .0 2.36]
rrateed  gap .94 .81 095 3. .64 301 104 4.01 148 575 . 4.41
efratav___Inid .94 49" 0. 1.94 .72 126/ 099 171 062 192 I 2.70
efratav 0.82 57 082 2. 088 276 053 412 120 662 0. 5.30
efrated nid 1.06 .67 092 1. 070 140 106 195 053 2.01_ O 2.76
|_efrated __gap .99 .07 .79 253 .80 243 072 312 111 572 0. 472
refrated  Inld .9 A1 .9 1.81 .67 A7 103 14 0.53 .9 1 2.46
refrated qgio 93 .75 .8 2.17 .83 . 080 3.1 141 37 0.7 4.09
refratav__Inld . . .9 1. .71 .2 112 156 0.46 .95 109 2.66
refratav gap .02 .83 .82 2.23 .75 W 092 2.9 107 367 070 441
nikav nld .54 .1 .26 .39 .67 .9 122 0.70 098 112 .23 0.95
ni nid .07 .79 22 .36 56 116 121 112 18 150 11 1.09
nikst ev .0 27 .02 .23 .14 13.9 0.99 0.70 12 283 .03" 056
[ niksk ev .0 2.58 A7 .15 8 2.8 255 1.00 .01 37 2.94 .91
NiKKr ev .0 1.32 .05 .04 096 125 .04 1.00 .95 .13 .01 92
rnikav nid .67 AT .25 .39 .63 0.95 .22 0.81 0.94 3 24
niked nid .03 .85 .22 .36 2 .20 21 112 17 12 09
pxav nld .18 .37 .15 32| | 149 .06 . 0.98 .03 1 .23 1
pxed nid .82 71 .97 .36 26 .36 . 1.16 .20 56 .10 12
rtpxav nid 1.23 .38 1.15 .32 .45 .06 . 0.98 .05 11 12 12
ripxed nid 0.82 77097 .36 .29 .39 .14 17 .19 62 1 13
tosho n 54 .03 1.00 .9 .05 .15 .46 38 .84 .21 .3 .69
tosho nld 45 .97  1.08__09 .29 .04 121 .26 097 119 1.1 1.33
[ Tand nid A1 79 211 1.2 A4 27 __2.96 .05 119 5648 257 0.
[_rTand nid 1.48 .75 213 1.24] 217 101 318 1.02 1.04 6147 338052

Notes: The value in the first row is the root mean squared forecast error (RMSFE). The second row and onwards are the relative MSFE. The
shaded sections are for arelative MSFE of less than one. Note that the forecast data for 1983-85 is missing for series regarding economic
activity levels and asset values that start between 1971 and 1973, so 1983-86 uses a mean that does not include the data for this period.
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Chart 5: Performance of real GDP forecasts

h=2 83-86 vs 87-90 87-90 vs 91-94 91-94 vs 95-99
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Notes: Each group of graphs of (horizontal axis and vertical axis) show the relative M SFE for (1983-86, 1987-90),

(1987-90, 1991-94), and (1991-94, 1995-99/2Q).

If the relative MSFE is one or less, the performance is an improvement on the AR model, meaning that the
information variablesin the third quadrant of each graph show improved performance over the AR model for
two consecutive sample periods. Additionally, acomparison of the graphs along the horizontal direction
confirms how forecast performance changes between sample periods while the forecast horizon, hin
Equation (1), is constant. Also acomparison of the graphs along the vertical direction confirms how forecast
performance changes between forecast horizons while the sample period is kept constant. .
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Chart 6: Performance of real GDP forecasts

h=2 h=4 h=8
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(Chart 6: Continued)
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Notes: The value in the first row is the root mean squared forecast error (RMSFE). The second row and onwards are the relative MSFE. The
shaded sections are for arelative MSFE of less than one. Note that the forecast data for 1983-85 is missing for series regarding economic
activity levels and asset values that start between 1971 and 1973, so 1983-86 uses a mean that does not include the data for this period.



Chart 7: Variables used in multivariate forecasts

(a) CPI
Real economic Prices/wage/ Money Asset prices
activities market prices (money) (asset)
(react) (pr_wa)

kijmi Inld ngdp  Inld mon2  Inld sprded lev
kijhi Inld pagdp  [nid rmon2 [nld ratest  lev
kenjal  Inld iplav |nld lended |nld ratekr lev
kenjmi [nild wage Inld rlended [nild nikav  [nld
kenjhi Inld rwage |nld velo Inld nikkr ~ lev
ukeall |nld Icglded Inld rnote  |nld rnikav  |nld

ukekun [nild tpxav  Inld
ukechi  |nld rtpxav  |nld
ckhime Inld tosho In
expt Inld

Notes: The partial forecast combination (licatall) is a series that combines the above 31 series at once. The overall
forecast combination (liall) is a series that combines all (148) of the bivariate forecasts in Chart 4.

(b) GDP
Real economic Prices/wage/ Money Asset prices
activities market prices (money) (asset)

(react) (pr_wa)
capu Inid wpi Inld rmon0  Inld rateav Inld

kijmi Inld wpiined Inld mon2  [nld rrateav [nld
kijhi Inld iplav |nld rmon2 |nld efratav Inld
kenjal  [nld ipisoav [nld lended [nild nikav  [nld
kenjmi |nld reued |nld rlended Inld niksk  lev
uckko gap rreued |nld velo Inld rnikav  |nld

uckme gap glded Inid tpxav  Inld
car gap rglded Inld rtpxav  |nld
Ilcexpt  gap tosho  Inld

Notes: The partial forecast combination (licatall) is a series that combines the above 31 series at once. The overal
forecast combination (liall) is a series that combines all (147) of the bivariate forecastsin Chart 6.
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Chart 8: Relative M SFE of multivariate forecasts (CPI forecasts)
h=8

h=2 h=4

83-86 87-90 91-94 95-99| | 83-86 87-90 91-94 95-99| [83-86 87-90 91-94 95-99
react  mean 095 112 094 092 095 108 086 064 098 105 090 0.62
react  median 098 105 095 096 092 110 092 0.77 103 107 094 071
react  tr.mean 093 110 094 098 096 110 092 067 103 106 094 0.65
react T™M -2 096 108 093 0.96 09 109 092 0.72 112 104 094 0.68

react  ridgek=025| 069 175 090 0.73 065 29 101 042 091 680 057 036
react  ridgek=0.5 069 170 089 0.72 065 283 094 041 091 654 058 035
react  ridgek=1 069 164 087 072 065 275 089 041 091 610 059 0.36
react  ridgek=10 077 125 085 0.80 073 151 077 050 091 287 068 046
react  ridge k=100 089 112 091 0.0 085 107 083 061 091 121 085 059
react  ridge k=500 092 112 093 092 088 107 085 0.63 091 107 089 061

react  fetr 152 125 107 119 102 153 089 065 096 149 083 041
pr_wa mean 077 087 063 066 073 087 066 054 071 069 071 053
pr_wa median 095 084 066 074 094 079 067 058 0.77 069 080 057
pr_wa _tr.mean 092 084 062 071 089 080 067 054 076 070 079 0.56
pr wa T™M -2 095 084 066 074 094 079 067 058 077 069 080 057

pr_wa ridgek=0.25| 032 138 075 054 014 222 088 0.33 041 525 043 0.09
pr_wa ridgek=0.5 033 134 073 052 013 209 084 0.33 041 467 042 011
pr_ wa ridgek=1 033 128 070 052 014 19 079 0.33 043 399 039 013
pr_wa ridgek=10 050 094 058 059 035 105 058 043 056 127 043 032
pr_wa ridge k=100 072 087 062 0.65 066 087 063 052 068 070 0.65 0.49
pr_wa _ridge k=500 076 087 063 0.66 071 087 065 054 070 069 069 052

pr_wa__fetr 066 121 067 134 070 108 053 140 047 083 019 061
money  mean 087 122 093 087 085 18 068 061 038 326 048 034
money median 084 102 093 091 0.74 163 066 0.66 038 276 051 032
money tr.mean 085 112 094 0.6 083 166 0.67 0.60 037 292 048 031
money  TM -2 084 102 093 091 074 163 066 0.6 038 276 051 032

money ridgek=0.25| 040 192 085 0.72 032 272 102 045 016 472 046 021
money  ridge k=0.5 044 179 086 0.72 033 250 099 046 017 383 043 021
money  ridgek=1 048 167 086 0.73 035 229 093 046 018 321 040 021
money  ridge k=10 066 131 084 0.80 055 171 067 054 028 232 036 027
money  ridge k=100 083 123 091 0.86 079 182 067 0.60 036 305 046 0.32
money ridge k=500 086 122 093 0.86 083 185 067 061 038 321 048 033

money _ fetr 081 168 102 084 078 271 071 062 033 647 054 028
asset  mean 108 103 107 100 108 091 103 0.72 083 08 110 092
asset  median 122 112 104 120 132 094 106_ 075 088 092 108 103
asset  tr.mean 113 106 108 105 116. 093 108 0.75 08 094 111 097
asset  TM_-2 119 107 108 110 125. 091 109 0.78 085 090 111 099

asset  ridgek=0.25| 054 163 081 0.74 060 291 088 046 091 684 080 051
asset  ridgek=0.5 052 161 080 074 060 285 085 047 091 637 074 051
asset  ridgek=1 052 15 079 0.75 061 269 083 048 091 573 071 052
asset  ridgek=10 072 119 086 0.86 070 143 081 058 091 241 083 0.70
asset  ridge k=100 097 104 103 097 082 094 097 0.69 091 100 104 0.8
asset  ridge k=500 102 103 106/ 099 084 091 102 0.72 091 088 109 091

asset  fctr 104 114 121 132 099 090 120 068 090 089 118 074
licatall mean 084 103 0.87 0.80 080 1.07 080 054 065 1.04 081 056
licatall median 095 101 092 092 089 106 091 062 075 104 094 083
licatall _tr.mean 085 103 088 0.83 082 104 082 055 067 105 082 057
licatall T™M_-2 087 102 089 0.86 083 103 083 057 069 1.02 083 059
licatall T™M .15 089 101 089 0.88 085 102 084 059 071 099 085 063

licatall ridgek=0.25| 065 143 069 0.57 064 266 087 052 098 718 071 0.23
licatall ridge k=0.5 065 151 071 059 064 275 085 043 098 6.9 064 024
licatall ridgek=1 066 156 073 061 064 279 084 040 098 6.65 060 0.27
licatall _ridge k=10 070 139 075 067 068 213 076 041 098 439 055 0.36
licatall _ridge k=100 083 107 081 075 080 111 074 050 098 149 070 0.49
licatall _ridge k=500 089 103 08 079 08 106 078 0.53 098 110 078 054

licatall _fctr 1183 112 129' 096 1100 092 122/ 048 134 122 111 035
liall mean 053 101 085 104 055 122 076 107 062 172 077 122
liall median 072 101 089 097 074 110 084 092 080 115 087 103
liall tr.mean 054 101 085 102 056 123 076 101 064 167 077 118
liall ™ -2 055 101 085 102 057 122 077 097 065 166 078 115
liall T™_.15 063 101 087 101 065 118 080 0.92 072 139 082 109

liall ridgek=0.25 0.63 155 071 0.74 042 240 131 125 078 716 070 0.46
liall ridge k=0.5 060 147 070 0.79 042 240 128 114 078 714 067 0.29
liall ridgek=1 056 141 071 081 042 240 121 100 078 710 063 0.23
liall ridge k=10 049 132 074 084 042 233 082 0.75 078 6.32. 055 0.0
liall ridge k=100 049 110 075 091 045 152 0.66 0.86 078 382 064 092
liall ridge k=500 053 101 081 099 050 120 070 0.99 078 229 072 112

Notes: 1. The shaded sections show that the relative MSFE is less than one.
2. Chartsin bold show the combination method with the smallest forecast error when comparing combinations that use a simple mean, various
weighted means (median, trimmed mean, ridge regression), or principal component analysis for a certain sample period, forecast horizon and
combination variable type. Columns 1, 2, 3, and 4 correspond to 1983-86, 1987-90, 1991-94, and 1995-99.
3. We combine without using the data in time with missing data for economic activity level, asset price, partial combination and overall
combination data for 1983-86.
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Chart 9: Relative M SFE of multivariate forecasts (GDP forecasts)

h=2 h=4 h=8

83-86 87-90 91-94 95-99 83-86 87-90 91-94 95-99 83-86 87-90 91-94 95-99
react  mean 107 082 082 087 107 084 060 093 09 083 076 1.03
react  median 113 084 08 092 102 088 058 094 105 09 079 091
react  tr.mean 111 08 083 0.88 104 088 059 092 097 08 077 102
react T™M -2 111 085 084 0.9 105 088 059 092 101 090 079 1.00

react  ridgek=0.25| 166_ 084 084 0.80 18 100 076 091 077 106 117 098
react  ridgek=0.5 169 087 086 082 184 097 074 090 077 103 114 092
react  ridgek=1 166 089 087 0.83 178 096 073 090 078 101 110 0.0
react  ridgek=10 122 086 086 0.86 134 089 066 091 081 09 093 095
react  ridge k=100 107 083 083 087 110 085 061 093 085 084 079 101
react  ridge k=500 107 082 082 087 107 085 060 093 08 083 077 102

react  fetr 133 076 08 100 166, 073 047 104 158 065 037 19
pr_wa mean 15 105 099 105 132 100 081 097 087 095 090 076
pr_wa median 134 107 102 103 115 100 088 0.96 103 09 094 0.78
pr_wa tr.mean 146 107 101 104 125 100 083 0.96 092 09 091 0.77
prwa TM_-2 137 108 102 104 117 100 085 095 100 096 093 0.79

pr_wa ridgek=0.25| 273 153 078 094 279 148 076 0.88 191 136 108 0.60
pr_wa ridgek=0.5 250 150/ 078 094 265 145 075 0.87 187 134 107 062
pr_ wa ridgek=1 224 146 079 095 246 142 075 0.87 178 131 106_ 0.63
pr_wa ridgek=10 141 123 089 1.00 145 119 078 0.91 118 112 097 0.69
pr_wa ridge k=100 148 108 097 104 128 103 081 096 090 098 091 074
pr_wa ridge k=500 154 106, 098 1.05 131 101, 081 096 087 09 090 075

pr_wa__fetr 15 112 101 095 229 108 102 126 113 096 109 090
money  mean 104 082 038 0.80 099 08 016 0.80 126 101 029 0.78
money median 116 079 037 0.85 106 087 019 093 123 099 027 073
money tr.mean 109 082 036 081 105 087 017 0.80 125 100 027 071
money  TM -2 116 079 037 0.85 106 087 019 093 123 099 027 073

money ridgek=0.25| 246 108 039 0.80 255 100 016 084 197 136 039 091
money  ridge k=0.5 234 108 038 0.79 258 105 016 0.82 194 135 039 087
money  ridgek=1 216 106 038 0.79 246 106 016 081 188 132 038 084
money  ridge k=10 125 092 038 079 135 095 016 0.80 147 113 033 0.79
money  ridge k=100 105 083 0338 0.80 102 086 016 0.80 129 102 029 0.78
money ridge k=500 104 082 038 0.80 100 085 016 0.80 126 101, 029 0.78

money _ fetr 124 094 035 160 103 088 010 134 111 099 017 1.03
asset  mean 183 099 059 100 137 083 035 099 106 069 042 081
asset  median 153 102 096 1.04 124 095 068 1.05 124 075 060 0.98
asset  tr.mean 181 100 061 101 13 083 037 099 117 069 044 0.80
asset  TM_-2 168 100 063 102 130 084 040 101 119 070 047 0.80

asset  ridgek=0.25| 282 094 078 1.04 187 090 042 121 081 08 08 125
asset  ridgek=0.5 287 097 075 104 180 093 043 116 081 084 084 110
asset  ridgek=1 289 099 073 103 173. 095 045 111 081 081 082 098
asset  ridgek=10 240 1.00 066 101 147 089 041 102 081 068 062 0.83
asset  ridge k=100 201 099 060 1.00 134 083 036 100 081 067 045 081
asset  ridge k=500 19 099 059 100 132 083 035 099 081 068 043 081

asset  fctr 327 105 065 110 238 066 025 1.08 085 055 024 102
licatall mean 124 090 060 0.90 107 085 041 084 095 082 052 068
licatall median 113 097 083 099 102 094 052 093 106 094 071 075
licatall _tr.mean 122 092 063 091 107 086 044 084 097 084 055 0.69
licatall T™M_-2 119 092 065 092 106 087 046 0.86 099 08 059 071
licatall T™M .15 115 093 070 094 105 089 049 090 102 089 062 073

licatall ridgek=0.25| 291 073 050 081 181 106 038 093 08 136 106 096
licatall ridge k=0.5 272 078 052 0.83 175 106. 040 0.90 086 133 101 0.86
licatall ridgek=1 258 083 057 085 169 106 044 087 08 131 099 0.76
licatall _ridge k=10 221 091 068 0.0 148 101, 051 084 08 112 088 064
licatall _ridge k=100 164 090 063 090 121 089 045 084 086 086 063 0.66
licatall _ridge k=500 150 090 061 0.90 114 086 042 084 08 083 055 067

licatall _fctr 272 09 066 083 288 076 027 064 058 050 028 056
liall mean 112, 095 081 111 110/ 095 058 119 1.04 105 070 114
liall median 107. 099 094 101 108 096 074 104 107, 099 085 100
liall tr.mean 113, 095 081 107 109/ 095 058 114 104 103 070 1.08
liall ™ -2 113, 095 082 104 109 095 058 111 104 102 071 1.05
liall T™_.15 106. 096 086 101 107, 096 065 1.07 107, 099 079 102

liall ridge k=0.25 285 074 085 286 194 133 069 141 09 176 120 182
liall ridgek=0.5 267, 079 084 250 188 127 067 141 096 173 125 166
liall ridgek=1 251 083 086 206 179 124 067 137 096 171 129 148
liall ridge k=10 224, 093 097 127 152 116, 076 1.19 096 164 135 104
liall ridge k=100 179, 093 093 113 128 105 071 116 096 131 109 101
liall ridge k=500 143 093 085 112 111 098 063 1.17 096 110 083 1.09
Notes: 1. The shaded sections show that the relative MSFE is less than one.
2. Chartsin bold show the combination method with the smallest forecast error when comparing combinations that use a simple mean, various
weighted means (median, trimmed mean, ridge regression), or principal component analysis for a certain sample period, forecast horizon and
combination variable type. Columns 1, 2, 3, and 4 correspond to 1983-86, 1987-90, 1991-94, and 1995-99.
3. We combine without using the data in time with missing data for economic activity level, asset value, partial combination and overall
combination data for 1983-86.
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Chart 10: Decomposition of forecast combination’sreduction effect
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Note:

licatall react. pr_wa money asset

licatall react. pr_wa money asset

licatall react. pr_wa money asset

licatall react. pr_wa money asset

‘Combin." is the relative MSFE of each forecast combination. 'Average’ is the average of the individual forecasts' relative
M SFE that make up each forecast combination. '1st', ‘2nd', '3rd’, which are the leveling of forecast bias, leveling of forecast

error fluctuation, and forecast error fluctuation canceling each other out as shown in Equation (5).
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Chart 11: Optimal combination groupings

(@) Optimal number of combinations and forecast error for agiven initia variable
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Note: The horizonta axis is the performance of the individual forecast chosen as the initial series (in terms of the
performance ranking of theinitial series among all series). Theright vertical axisis the number of combination
series and the left vertical axisis the relative MSFE. The points (¢ and m) for the number of series (right axis)
show the number of groupings with the smallest error for a particular initial series. Of these series, B shows
the optimal number of combinations. The forecast error (left axis, relative MSFE) is the value when using the
grouping with the smallest value for a given initial variable. It should be noticed that the process of finding the
optimal forecast combination can be shown as a surface (see Chart below) in the space made up of (X, Y, Z) =
(number of series included in the combination, performance ranking of the initial variable, forecast
combination error). The optimal (X, Y, Z) grouping is the “trough” in the entire surface, and the “optimum for
agiveninitial variable” isthe “trough” in the X-Z plane created by cutting the surface at .

(Reference Chart) Image of stepwise optimization

h=4_Duration87-99.25_P h=4_Duration87-99.25_Y

i

(b) Composition of grouping

number of Breakdown of Performance ranking
Combin. | rél. MSFE combination series of individual series
C |h=2 1987-99 3 0.640| ngdp rwage  sprded 1 2 24
P |h=4 1987-99 4 0.527| ngdp wage ratest tosho 1 4 8 7
| |h=8 1987-99 3 0.295 ngdp wage tosho 1 3 15
G |h=2 1987-99 2 0.555| ipisoav  lended 1 6
D (h=4 1987-99 4 0.435( kijmi mon2 rlended nikav 1 1 8 3
P |h=8 1987-99 4 0.348| juckme rmon2 lended  nikav 29 6 10 4
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Chart 12: Optimal combination
(@ CPI
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Note: The horizontal axis is the performance of the individual forecast chosen as the initial series (in terms of the performance

ranking of theinitial series among all series). Theright vertical axisis the number of combination series and the left vertical

axisistherelative MSFE. The points (¢ and ®) for the number of series (right axis) show the number of groupings with the

smallest error for a particular initial series. Of these series, B shows the optimal number of combinations. The forecast
error (eft axis, relative M SFE) isthe value when using the grouping with the smallest value for agiven initial variable.
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Chart 13: Performance of best combination (1987-99)
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Note: '‘Combin.' is the relative MSFE of each forecast combination. 'Average’ is the average of the individua
forecasts' relative MSFE that make up each forecast combination. '1st', '2nd', '3rd’, which are the leveling of
forecast bias, leveling of forecast error fluctuation, and forecast error fluctuation canceling each other out as
shown in Equation (5). 'best' is the performance of the optimal grouping shown in Chart 11 above.
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Chart 14: Performance of best combinations (by sample period)
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Chart 15: Improvement dueto addition of variables and its causes (1987-99)
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Note: The horizontal axis is the number of variables included in combination, and the vertical axisis the
improvement to the forecast error of forecast combination when second to eighth variables are
added.



Chart 16: Improvement dueto addition of variablesand its causes
(by sample period)
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Note: The horizontal axis is the number of variables included in combination, and the vertical axis is the improvement to the forecast error of forecast
combination when second to eighth variables are added.



Chart 17: Optimal combination grouping by sample period
(@) Grouping

CPI 1987-90 1991-94 1995-99
Comb.| Series& it'shivariate Comb.| Series& it'sbivariate Comb.| Series& it'sbivariate
MSFE MSFE MSFE
Best ratest ngdp sprded Best ngdp  wage Best rwage sprded
h=2 0.667/0.814 0.934 1.146 0.506| 0.563 0.698 0.342) 1.114 1.403
2nd best ngdp | rwage sprded 2nd best ngdp ' rwage sprded 2nd best ngdp rwage sprded
(0.0)] 0.714/0.934/0.885 1.146 (0.16)| 0.663|0.563 0.670 1.257 (0.08)| 0.421]1.037 1.114 1.403
Best wage Best ngdp  tosho Best rlended rwage Icglded
h=4] 0.405 0.405 0.363) 0.379 0.462 0.29310.526 1.073 0.957
2nd best ngdp wage | tosho ratest |[2nd best ngdp = wage tosho = ratest |[2nd best ngdp wage tosho ratest
(0.19)] 0.598/0.794 0.405 1.148 0.813 (0.08)] 0.441{0.379 0.613 0.462 1.022 (0.23)] 0.527/0.730 1.853 1.375 1.222
Best wage ' ckhime tosho = ngdp |[Best wage tosho Best rlended ngdp
h=8§| 0.347/0.408 | 0.821 3.209 ' 1.044 0.257/0.289 0.355 0.089/0.129 0.186
2nd best ngdp wage tosho 2nd best ngdp wage tosho 2nd best ngdp = wage tosho
(0.11)] 0.457/1.044 0.408 3.209 (0.04)| 0.293]0.432 0.289 0.355 (0.12)| 0.206/0.186  1.116 0.693
GDP 1987-90 1991-94 1995-99
Comb.| Series& it'shivariate Comb.| Series& it'sbivariate Comb.| Series& it'sbivariate
M SFE MSFE MSFE
Best kijhi  lended Best mikav.  rmon2  lended | juckme | [Best kijmi  rlended
h=2 0.408] 0.502 0.584 0.299)0.918 0.382 1.769 0.931 0.581)0.736 0.752
2nd best kijhi  lended 2nd best kijhi ~ lended 2nd best kijhi  lended
(0)f 0.408/0.502 0.584 (0.30)] 0.594/0.738 1.769 (0.06)] 0.645/0.855 0.789
Best juckme nikav lended Best velo lended nikav = rnikav | [Best rlended  kijmi
h= 0.576[0.686 0.773 0.830 0.072/ 0.529 1.067 0.246  0.265 0.456{0.651 1.046
2nd best mon2 nikav rlended| kijmi |[2nd best mon2 nikav  rlended kijmi |[2nd best mon2 nikav rlended kijmi
(0.12)] 0.696/0.701 0.773 0.939 0.959 (0.04)] 0.112/0.147 0.246 0.764 0.654 (0.15)] 0.603[0.875 1.307 0.651 1.046
Best juckme nikav Best rmon2  nikav Best rateav.rmon2  rlended Icexpt
h=8§| 0.406[0.524 0.713 0.096/ 0.143 0.216 0.249/0.924 1.382 0.457  0.753
2nd best lended nikav juckme | rmon2 | [2nd best lended nikav ' juckme rmon2 |[2nd best lended | nikav juckme rmon2
(0.22)| 0.627/1.082 0.713 0.524  1.040 (0.03)| 0.122]0.803 0.216 0.902 0.143 (0.33)| 0.578]0.706 ' 1.286 1.882 1.382

Notes: '‘Best' and '2nd best' is the optimal grouping for each period and the entire period, respectively. Both of values are in the
relative MSFE. The value in the parentheses below 2nd best' shows the difference between the best and second best. The
shaded cells are variables that the best and second best do not have in common.

(b) Comparison of improvements

h=4

CPI

12

10
08 -
06 -

0.4
0.2
0.0
-0.2
-0.4

10

08 -
06 -
04 -

0.0

02 |

-0.4

20

15 +
1.0
05 -

-05 +
210 |

-1.5

87-90 91-94 95-99 , GDP  87-90 91-94 95-99
|
10 15 I o6 15 10
o—a
[ I— | 08 L 10l B—an Ioos 10 EI/EI 08 o —H8
06 104t ¥——X al 06| x—X
*x—X ol 05 | x | ! o 6t
04 oo 05 ¢ / 04
r —B— Average 00 . o2}
| Dist @2nd m3rd 02 | —%—Combin. b ool 00 . 02
05 e
L . . 02 | 10 ¢ Voo | 05 ¥ 02 |
I
-04 -15 I -02 -10 -04
Best 2nd best Best 2nd best Best 2nd best : Best 2nd best Best 2nd best Best 2nd best
|
I
07 15 | 10 06 C— 12
06 i 10 |
08 |
% o | g;: tor B/E | oy o4y 08 | = °
oot | os | g—X
i 02 | 06 |
8'2 1 osr x/‘( |04 00 ¥ 04 ¢ x/K
} ! ) [
01} 00 . ! 02 r 02
‘ 00 ‘ i [ 02 | 00
H 01 ¢ 05 - | 02 04 | 02 ¢
02 [ 04
03 -10 | 04 06 0.6
Best 2nd best Best 2nd best Best 2nd best : Best 2nd best Best 2nd best Best 2nd best
|
I
04 08 I 10 06 15
1
5B wl B/E 06 | I oos | B/E 0a | ol B/E'
—x 04t ' oos | /X 0l
—X 02 ¢ 02 | o4l *—X 05 ¢ /
I 00
. o1 00 ooz 00 .
" - om Bl i
00 05 |
04 |02 | 04
01 -06 i 04 -06 -10
Best  2nd best Best  2nd best Bet  2ndbest | Best  2nd best Bet  2ndbest Best  2nd best

45




	I. Introduction
	II. Bivariate Forecasting and Its Results
	A. Forecasting Model
	B. Data
	C. Forecast Results
	1. CPI forecast
	2. Real GDP forecast
	3. Overview: bivariate forecasting


	III. Multivariate Forecasting and Its Results
	A. Multivariate Forecasting Methods
	1. Forecasting using the principal component
	2. Simple and weighted averages of bivariate forecasts

	B. Performance of Multivariate Forecasting
	1. CPI forecast
	2. Real GDP forecast
	3. Overview: multivariate forecasting


	IV. Performance Improvement Mechanisms Involved in Forecast Com...
	A. Preliminary Considerations
	1. Decomposition of MSFEs
	2. Comparison of the MSFE of forecast combination and the avera...
	3. The MSFE improvement mechanism resulting from combination

	B. The Actual Importance of Each Factor
	C. Optimal Forecast Combination: Stepwise Combination Selection
	1. Stepwise optimization procedure
	2. Optimal combination grouping and forecast performance
	3. Stepwise variable addition and factors in MSFE improvement
	4. Optimization and comparison by sample period


	V. Conclusions
	References

